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Abstract: Tuberculosis (TB) is one of the world's deadliest infectious diseases, with Indonesia being among 
the countries with the highest TB burden. Semarang City, as an urban area with a dense population, faces 
significant challenges in controlling TB, particularly among vulnerable populations. This study identifies 
significant risk factors influencing TB incidence in Semarang City using a binary logistic regression model. 
Descriptive analysis reveals an imbalance in the data, with the majority of patients categorized as "not indi-
cated for TB." Chi-Square tests show that variables such as shortness of breath, persistent fever for more 
than one month, diabetes mellitus, and household contact are significantly associated with TB incidence. 
The logistic regression model demonstrates overall significance (G statistic = 275.13; p-value = 1.23×10−55), 
with shortness of breath and diabetes mellitus emerging as major risk factors based on odds ratio interpre-
tation. However, the model's performance in detecting the "indicated for TB" category is very low (Precision 
36.36%; Recall 2.05%; F1-Score 3.88%), despite an overall accuracy of 87.25%. The poor performance in the 
"1" category and the Pseudo R2 value of 7% are likely related to data imbalance, where the number of cases 
in the "1" category is much smaller than in the "0" category, leading to bias toward the majority class. Addi-
tionally, the distribution of predictor variables that do not provide sufficient information to distinguish the 
"1" category from the "0" category further contributes to the model's limited ability to explain data variability 
overall. 
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1. Introduction 
Tuberculosis (TB) is one of the deadliest infectious 

diseases in the world and has long been a global concern, 
including in Indonesia [1, 2]. This disease is caused by the 
bacterium Mycobacterium tuberculosis, which primarily 
attacks the lungs [3, 4]. Data from the World Health 
Organization (WHO) indicate that tuberculosis is one of 
the top ten causes of death worldwide [5, 6]. In Indonesia, 
tuberculosis is classified as a national priority due to its 
high incidence and mortality rates [7, 8]. 

Factors such as population density, lack of access to 
healthcare services, and low public awareness regarding 

tuberculosis prevention and treatment further exacerbate 
its spread [9]. Additionally, resistance to anti-tuberculosis 
drugs (MDR-TB) poses a major challenge in controlling 
this disease [10, 11]. Therefore, integrated and sustainable 
efforts are needed to address this issue, including public 
education, improvement of healthcare facilities, and 
further research on effective diagnostic and treatment 
methods [12, 13]. 

Semarang City, as one of the urban areas with a dense 
population, is indirectly facing significant challenges in 
the control and diagnosis of tuberculosis (TB) [14, 15]. 
These challenges become even more complex among 
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vulnerable populations, such as low-income communities, 
individuals with HIV/AIDS, and groups with limited 
access to healthcare services [16]. 

The urban environment, characterized by 
overcrowding, slum settlements, inadequate sanitation, 
and high population mobility, contributes to the spread of 
tuberculosis in this region [17, 18]. Furthermore, social 
stigma against tuberculosis patients often prevents 
individuals from seeking timely diagnosis and treatment 
[19]. On the other hand, the capacity of healthcare services 
in detecting tuberculosis cases, particularly multidrug-
resistant tuberculosis (MDR-TB), still needs to be 
improved to ensure effective control. 

A comprehensive approach involving local 
governments, healthcare workers, and the community is 
necessary to address the tuberculosis challenge. Measures 
such as increasing access to healthcare facilities, 
educational programs, and the implementation of more 
advanced diagnostic technologies can serve as solutions to 
reduce the TB burden in Semarang City [19]. 

Data and studies on specific risk factors in Semarang 
City are essential to strengthen tuberculosis control efforts 
effectively [20]. Analyzing risk factors that contribute to 
the increasing prevalence of tuberculosis is a key step in 
early diagnosis and appropriate intervention, such as 
household contact tracing, physical symptoms (cough, 
shortness of breath), and comorbid conditions (diabetes 
mellitus and smoking habits), which are often associated 
with TB risk [21-24]. 

Individuals living in the same household as 
tuberculosis patients are at high risk of infection, 
especially if their living environment has poor ventilation 
or high occupancy density. Tuberculosis transmission 
occurs through airborne droplets released by infected 
individuals when they cough, sneeze, or speak, as these 
droplets contain Mycobacterium tuberculosis bacteria [25, 
26]. The main symptoms of tuberculosis include a 
persistent cough lasting more than two weeks, often 
accompanied by sputum or blood [27, 28]. Additionally, 
other commonly observed symptoms in individuals with 
active tuberculosis include shortness of breath, fever, 
night sweats, and unexplained weight loss. Factors such as 
Diabetes Mellitus also increase the risk of tuberculosis by 
weakening the immune system, making the body more 
susceptible to infections [29, 30]. Furthermore, smoking 
habits contribute to the risk of tuberculosis, as smoking 
can damage the respiratory tract and reduce the lungs' 
ability to clear pathogens, including tuberculosis-causing 
bacteria [31, 32]. 

Logistic regression is a widely used statistical method 
for analyzing the relationship between independent 
variables, such as risk factors, and a categorical dependent 
variable, such as tuberculosis indication [33-35]. This 
method is highly effective in medical research due to its 

ability to capture nonlinear relationships among the 
studied variables, especially when categorical data [36-38], 
such as tuberculosis-positive or negative status, is the 
primary focus. Through a logistic regression approach, 
significant risk factors such as age, medical history, and 
environmental conditions can be identified. Additionally, 
this method allows for estimating the probability of a 
patient being indicated for tuberculosis based on specific 
characteristics [39, 40]. 

The advantage of logistic regression lies in its 
flexibility in processing various types of data, both 
numerical and categorical, as well as its ability to present 
results in an easily interpretable form, such as the odds 
ratio [41, 42]. The information generated from this model 
can serve as a reference for Mentari Sehat Indonesia in 
determining intervention priorities based on individual 
risk levels. Furthermore, logistic regression enables more 
accurate data-driven decision-making [43, 44], supports 
early diagnosis, and assists the government or health 
institutions in formulating evidence-based policies to 
control tuberculosis transmission [45, 46]. With this 
approach, health data management can be conducted 
more effectively, thereby making a tangible contribution 
to improving the quality of Mentari Sehat Indonesia’s 
services. 

This study aims to analyze the key risk factors 
influencing tuberculosis cases in Semarang City using 
logistic regression. It is expected to identify critical 
variables such as household contact with tuberculosis 
patients, symptoms of cough and shortness of breath, 
night sweats without strenuous activity, fever lasting 
more than one month, diabetes mellitus (DM), and 
smoking habits. By identifying these factors, this study 
seeks to determine the most significant risks affecting 
tuberculosis incidence in the Semarang City community. 
Furthermore, this research is designed to develop a 
predictive model capable of estimating the likelihood of an 
individual being indicated for tuberculosis based on 
specific characteristics, making it a practical and efficient 
screening tool. 

Through this predictive model, the study results are 
expected to provide a meaningful contribution to 
healthcare services, particularly in improving diagnostic 
accuracy and intervention effectiveness. The findings from 
this research are also anticipated to offer new insights into 
tuberculosis transmission patterns at the local level and 
serve as a foundation for more targeted and evidence-
based tuberculosis prevention and management efforts. 
Moreover, this study can serve as a reference for similar 
studies in other regions with different demographic and 
epidemiological conditions, potentially offering broader 
benefits at both regional and national levels. This research 
also supports the national agenda for tuberculosis control 
as part of the global commitment to the Sustainable 
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Development Goals (SDGs), which aim to end the global 
TB epidemic. 

2. Research Methods 
2.1. Data Source 

This study utilizes data obtained from Yayasan Men-
tari Sehat Indonesia. The data originate from screenings 
conducted by healthcare cadres on suspected Tuberculosis 
(TB) patients and have been recorded over the past six 
months of 2024. In total, this study uses 5,180 samples, re-
flecting the current epidemiological condition of TB in Se-
marang City. With a substantial amount of data, this re-
search provides a more comprehensive empirical over-
view of the risk factors contributing to suspected TB cases. 
Furthermore, the use of this data has received official au-
thorization, ensuring compliance with research ethics 
standards and applicable regulations. 
 
2.2 Research Variables 

The analysis conducted in this study uses several var-
iables that reflect risk factors related to suspected Tuber-
culosis cases. These variables include patient characteris-
tics, clinical symptoms, and health conditions. To provide 
a clearer overview, the following summarizes the symbols, 
variable definitions, and data categories used, as pre-
sented in Table 1. 
 
Table 1. Research Variables. 

Symbol Variable Category 
𝒀𝟏 Patient Type 1 = Indicated Positive for 

Tuberculosis 
0 = Not Indicated 
Positive for Tuberculosis 

𝑿𝟏 Cough 1 = Yes 
2 = No 

𝑿𝟐 Shortness of 
Breath 

1 = Yes 
2 = No 

𝑿𝟑 Night Sweats 
Without 

Activity During 
the Day 

1 = Yes 
2 = No 

𝑿𝟒 Fever and 
Chills for More 

Than One 
Month 

1 = Yes 
2 = No 

𝑿𝟓 Diabetes 
Mellitus 

1 = Yes 
2 = No 

𝑿𝟔 Smoker 1 = Yes 
2 = No 

𝑿𝟕 Household 
Contact with 
Tuberculosis 

Patient 

1 = Yes 
2 = No 

 

2.3. Binary Logistic Regression 
Binary logistic regression is a statistical technique 

used to explore the relationship between a dependent var-
iable with two possible outcomes (e.g., yes or no, success 
or failure) and one or more independent variables. This 
method is often applied to predict the probability of an 
event occurring based on influencing factors. The results 
obtained from binary logistic regression are typically 
probability values ranging from 0 to 1 [47, 48]. Addition-
ally, a more complex version, known as polychotomous or 
multinomial logistic regression, is used when the depend-
ent variable has more than two categories. In this study, 
the dependent variable is dichotomous (with two possible 
values: positive (1) or negative (0)), making binary logistic 
regression the chosen analytical method. The binary lo-
gistic regression model, where the response variable takes 
values 0 and 1 and follows a Bernoulli distribution, is de-
fined as follows: let 𝑦( represent the value of the response 
variable y for the k-th observation, then the probability 
function of y is given by [49]: 
 

 𝑓(𝑦() = 	𝜋(𝑥())!(1 − 	𝜋(𝑥())*+)! (1) 
 
Where 𝑦,= 0; 1, 𝜋(𝑥,) represents the probability of success, 
and 1 − 	𝜋(𝑥,) represents the probability of failure. The in-
dex 𝑡 = 1,2,3 … , 𝑛 denotes the observation index, with 𝑛 
being the total number of observations. The binary logistic 
regression model used is as follows [49]: 
 

 𝜋(𝑥) = 	
𝑒-".-#/#.-$/$.⋯.-!/!

1 +	𝑒-".-#/#.-$/$.⋯.-!/! (2) 

 
Where 𝑘 is the number of independent variables. The lo-
gistic regression model in the second equation is trans-
formed using the logit function, resulting in Equation 3 
[49]. 
 

𝑔(𝑥) = log)
𝜋(𝑥)

1 − 𝜋(𝑥)- = 𝛽! + 𝛽"𝑥" + 𝛽#𝑥# +⋯+ 𝛽$𝑥$	 (3) 

 
2.4. G Likelihood Ratio Test for Regression Model 

The G Likelihood Ratio Test is used to measure the 
extent to which a more complex model (full model) pro-
vides a significant improvement in goodness-of-fit com-
pared to a simpler model (reduced model). This test is cal-
culated based on the difference in log-likelihood values be-
tween the two models. In this study, a simultaneous test is 
conducted using the G-test statistic or the Likelihood Ratio 
Test [50, 51]. The simultaneous test is performed to deter-
mine the significance of parameters on the response varia-
ble as a whole. The G-test statistic follows a Chi-Square 
distribution. Mathematically, the G-test can be expressed 
using Equation 4 [52]: 
 

 𝐺 = 2	(𝑙𝑛	𝐿* − 	𝑙𝑛	𝐿1) (4) 
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Explanation: 
𝐿1 : The maximum likelihood value of the function 

without predictor variables (reduced model). 
𝐿* : The maximum likelihood value of the function 

with all predictor variables (full model). 
 
Hypotheses Used:   

Null 
Hypothesis 𝐻1 

: 𝛽1 = 𝛽2 = ⋯ = 𝛽𝑘 = 0 (all predictor 
variables have no effect on the 
dependent variable). 

Alternative 
Hypothesis 𝐻* 

: 𝛽𝑘 ≠ 0 ; 𝑘 = 1, 2, … , 𝑘 (at least one 
predictor variable influences the 
dependent variable). 

 
The G statistic follows a Chi-Square distribution with 

degrees of freedom 𝑝, where 𝑝 is the number of predictor 
variables (excluding the intercept) in the model. The null 
hypothesis 𝐻1 is rejected if 𝐺 > 	𝜒(23,345  or if 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼. A 
larger G value indicates that a more complex model pro-
vides a better fit to the data. Conversely, a smaller G value 
suggests that the simpler model cannot be rejected, mean-
ing that it is sufficient to describe the data. 
 
2.5. Wald Test 

The Wald test is a statistical method used to assess the 
significance of coefficients in regression models, including 
logistic regression. This test aims to measure the 
contribution of each independent variable to the model by 
comparing the estimated coefficient value with its 
standard error. The Wald test statistic is obtained by 
dividing the estimated coefficient (b() by its standard error 
(𝑆𝐸A𝛽B(C), resulting in a test statistic that follows a normal 
distribution [53, 54]. A large Wald statistic indicates that 
the independent variable significantly contributes to the 
model. In this study, the Wald test is used to evaluate the 
significance of each risk variable included in the logistic 
regression model, helping to determine which factors have 
the most influence on the likelihood of tuberculosis 
occurrence. 

The partial test using the Wald statistic is applied to 
examine the individual effect of each parameter coefficient 
(b() on the obtained model [55, 56]. The results of the 
partial or individual test can be used to assess whether a 
predictor variable should be included in the model. 
Mathematically, the Wald statistic can be expressed by the 
Equation 5. 
 

 𝑊 =
𝛽B(

𝑆𝐸A𝛽B(C
		&		𝑆𝐸A𝛽B(C = 	F(𝜎5A𝛽B(C (5) 

 
Explanation:   

𝛽B( : Estimated parameter value of the k-th 
predictor variable. 

𝑆𝐸A𝛽B(C : Standard error of the estimate of the k-th 
predictor variable. 

Hypotheses Used:   
𝐻1 : 𝛽( = 0, k = 1,2, … , 𝑘 (the k-th predictor variable 

has no significant effect on the response 
variable). 

𝐻* : 𝛽( ≠ 0 ; k = 1,2, … , 𝑘 (the k-th predictor variable 
has a significant effect on the response variable). 

 
𝐻1 will be rejected if the test statistic W > 𝑍(23,34 or if 

the p-value < 𝛼, indicating that the k-th predictor variable 
significantly affects the response variable. 

 

2.6. Odds Ratio Analysis 
The odds ratio (OR) represents the comparison be-

tween the probability of an event occurring and the prob-
ability of it not occurring. In logistic regression, OR is used 
to interpret the model results by measuring how much the 
odds of an event change based on a one-unit increase in 
the independent variable. Mathematically, the odds ratio 
can be expressed by the following equation [34]: 

 

𝑂𝑅 =	
(𝑃 ≤ 𝑗	|1	)/(𝑃 > 𝑗|1)
(𝑃 ≤ 𝑗	|0	)/(𝑃 > 𝑗|0) = 	

exp	(𝛼& +	𝛽$)
exp	(𝛼&)

= exp	(𝛽$) (6) 

 
An OR value greater than 1 indicates that the tested 

factor increases the likelihood of the event occurring, 
whereas an OR value less than 1 suggests a decreasing ef-
fect on the event's probability. In this study, odds ratio 
analysis is used to identify significant risk factors and eval-
uate the extent of their influence on the likelihood of de-
veloping tuberculosis, aiding in prioritizing public health 
interventions. 

 

2.7. Research Steps 
The analytical steps used in this study are shown in 

Figure 1. According to the flowchart in Figure 1, the 
detailed explanation of the research steps is as follows: 

• Conduct a literature review to find relevant 
references and sources related to the study. 

• Collect data related to the research variables for 
further analysis. 

• Perform data cleaning to ensure that the data used 
is free from duplication, errors, or invalid values. 

• Conduct descriptive statistical analysis on 
pulmonary tuberculosis (TB) patient data. 

• Perform independence testing between variables 
using the Pearson Chi-Square test. 

• Use simultaneous testing with the G-test to 
conduct multivariate analysis on the available 
data. 

• Apply the Wald test to partially test the 
hypothesis. 

• Analyze the influence of research variables by 
calculating the odds ratio. 

• Develop a predictive model using logistic 
regression to classify suspected tuberculosis cases. 
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• Draw conclusions based on the analysis results 
obtained throughout the study. 

3. Result and Discussion 
3.1. Descriptive Analysis 

The first step in this study is conducting a descriptive 
analysis to provide a general overview of the characteris-
tics of the data used. Bar charts facilitate the visualization 
of patterns for each variable in the dataset, such as the pro-
portion of patients with certain symptoms or habits. The 
analysis results are presented in the form of bar charts rep-
resenting the frequency distribution of each variable, in-
cluding Cough, Shortness of Breath, Night Sweats With-
out Activity, Fever for More Than One Month, Diabetes 
Mellitus, Smoking, and Household Contact, as shown in 
the following figure. 

Based on Figure 2, the descriptive analysis results for 
each variable can be explained as follows: 

• The majority of patients in category "0" 
experienced a cough (positive), with 4,398 
patients, while in category "1," there were 622 
patients with a positive cough. Conversely, the 
number of patients without a cough was 134 in 
category "0" and only 24 in category "1." 

• Most patients in category "0" did not experience 
shortness of breath, with a total of 4,157 patients, 
while in category "1," 460 patients did not have 
shortness of breath. Patients who experienced 
shortness of breath were recorded as 375 in 
category "0" and 186 in category "1." 

• In category "0," 4,056 patients did not experience 
night sweats, whereas in category "1," the number 
was 547 patients. Meanwhile, patients who 
experienced night sweats were recorded as 467 in 
category "0" and 99 in category "1." 

• The majority of patients in category "0" did not 
experience fever, totaling 3,737 patients, while in 
category "1," there were 490 patients. Patients who 
experienced fever were recorded as 795 in 
category "0" and 156 in category "1." 

• Patients without diabetes mellitus dominated 
category "0" with 4,455 patients, while in category 
"1," there were 594 patients. Patients who tested 
positive for diabetes mellitus totaled 77 in 
category "0" and 52 in category "1." 

• Most patients in category "0" were non-smokers, 
with 4,122 patients, while in category "1," there 
were 593 non-smokers. The number of smoking 
patients was 410 in category "0" and 53 in category 
"1." 

• In category "0," patients with household contact 
numbered 2,272, while in category "1," there were 
230 patients. For patients without household 
contact, the total was 2,260 in category "0" and 416 
in category "1." 

 
3.2. Independent Chin-Square Test 

After conducting the descriptive analysis, the next 
step is to perform the Chi-Square independence test to 
analyze the relationship between independent variables 
and determine whether there is a statistically significant 
association between them.  Table 4 presents the results of 
the predictor variable influence test on the response 
variable. 

Based on the independence test results presented in 
Table 2, the variable Shortness of Breath has a p-value of 
4.59×10−55, which is smaller than the significance level α = 
0.05. This indicates that Shortness of Breath has a 
statistically significant effect on tuberculosis occurrence 
and will be included in the logistic regression model 
analysis. 

The same applies to other variables, namely Night 
Sweats Without Activity, Fever for More Than One Month, 
Diabetes Mellitus, and Household Contact, all of which 
have p-values < 0.05. Therefore, these variables will also be 
included in the logistic regression model analysis to 
evaluate their influence on tuberculosis occurrence. 

On the other hand, the variable Cough has a p-value 
of 0.35430, which is greater than α = 0.05. This suggests 
that Cough does not have a statistically significant effect 
on tuberculosis occurrence and, therefore, will not be 
included in the logistic regression model analysis. The 
same applies to the Smoking variable, which also does not 
meet the statistical significance criteria. 

 
3.2. Simultaneous Logistic Regression Model Test 

After conducting the Chi-Square independence test to 
examine the relationships between independent variables, 
the next step is to perform a simultaneous logistic 

 
Table 2. Independence test. 

Variable 𝐂𝐡𝐢𝐧𝟐 P-Value Decision 
Cough 0.8579 0.3543 Not Significant 
Out of Breath 244.2774 4.59×10−55 Significant 
Sweating at night without activity 14.1270 0.0002 Significant 
Feverish fever >1 month 16.0226 6.26×10−5 Significant 
Feverish fever 91.2695 1.25×10−21 Significant 
Smoker 0.3948 0.5298 Not Significant 
Household contact 47.2128 6.37×10−12 Significant 
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Figure 1. Flowchart of Research Steps. 
 
Table 3. Simultaneous test. 

G Statistic P-value 

275.1328 1.23×10−55 
 
regression model test. This test aims to evaluate whether 
the independent variables collectively have a significant 
influence on the dependent variable. The results are 
presented in the Table 3. 

Based on the simultaneous test results presented in 
Table 3, the obtained test statistic is G = 275.1328001 with a 
p-value of 1.23×10−55. Using a significance level of α = 5% 
and degrees of freedom (df) = 13, the critical value from 
the Chi-Square distribution table is χ critical2 = 22.362. 
Since G > χ critical2, the null hypothesis H0 is rejected. This 
indicates that at least one parameter βi ≠ 0, meaning that 
one or more predictor variables have a significant 
influence on the response variable in this study. 
 
3.4. Partial Test of Predictor Variables 

After conducting the simultaneous logistic regression 
model test to evaluate the combined influence of the 
variables, the next step is to perform a partial test using the 
Wald statistic for each predictor variable. This test aims to 
identify the significant contribution of each predictor 
variable individually to the model. The results of this 
partial analysis are presented in Table 4. 

From the results of the partial Wald test presented in 
Table 4, four predictor variables significantly influence the 
occurrence of the disease: 

• Shortness of breath with a p-value of 1.54×10−34 < 
0.05 

• Fever for more than one month with a p-value of 
0.0208 < 0.05 

• Diabetes Mellitus (DM) with a p-value of 
9.74×10−11 < 0.05 

• Household contact with a p-value of 6.68×10−10 < 
0.05 
 

The Pseudo R² value obtained from this analysis is 
0.07060, indicating that the seven predictor variables 
included in the logistic regression equation explain only 
7% of the variability in tuberculosis (TB) incidence. 

The low Pseudo R² value suggests that the model 
captures only a small portion of the data variability. This 
may be due to the model's tendency to focus on the 
majority category. Additionally, the low value could be 
awributed to data imbalance and the limited contribution 
of predictor variables in explaining the response category. 
Based on this analysis, the logistic regression model for 
pulmonary tuberculosis incidence in Semarang City is as 
follows: 
 

𝜋(𝑥) = 	
𝑒
+*.7898.(+1.818;)/#.*.9*=>/$.1.*55>/%.1.5>1=/&.

*.5=91/'.(+1.*79>)/(.+1.>>?8/)

1 +	𝑒
+*.7898.(+1.818;)/#.*.9*=>/$.1.*55>/%.1.5>1=/&.

*.5=91/'.(+1.*79>)/(.+1.>>?8/)

 

 
3.5. Interpretation of Odds Ratio Values 

The odds ratio (OR) values in logistic regression 
analysis are obtained from exp(β) in the output of the 
partial test. Based on Table 4, the interpretation of the odds 
ratio for each predictor variable is as follows: 

• Cough (OR = 0.667): Individuals experiencing 
cough have 0.667 times the odds of developing 
tuberculosis compared to those without cough. 
Since OR < 1, coughing tends to reduce the 
likelihood of tuberculosis occurrence. 
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• Shortness of breath (OR = 3.737): Individuals with 
shortness of breath have 3.737 times the odds of 
developing tuberculosis compared to those 
without shortness of breath. Since OR > 1, 
shortness of breath is a significant risk factor for 
tuberculosis. 

• Night sweats without activity (OR = 1.1302): 
Individuals experiencing night sweats without 
activity have 1.1302 times the odds of developing 
tuberculosis compared to those without this 
symptom. Since OR is close to 1, this symptom has 
a minor effect on increasing tuberculosis risk. 

• Fever for more than one week (OR = 1.284): 
Individuals with a fever lasting more than one 
week have 1.284 times the odds of developing 
tuberculosis compared to those without fever. 
Since OR > 1, prolonged fever slightly increases 
tuberculosis risk. 

• Diabetes Mellitus (OR = 3.607): Individuals with 
diabetes mellitus have 3.607 times the odds of 
developing tuberculosis compared to those 
without diabetes. This indicates that diabetes is a 
significant risk factor for tuberculosis. 

• Smoking (OR = 0.849): Smokers have 0.849 times 
the odds of developing tuberculosis compared to 
non-smokers. Since OR < 1, smoking slightly 
reduces tuberculosis risk in this model. 

• Household contact with tuberculosis patients (OR 
= 0.571): Individuals in close household contact 
with tuberculosis patients have 0.571 times the 
odds of developing tuberculosis compared to 
those without such contact. Since OR < 1, 
household contact reduces the likelihood of 
tuberculosis in this model. 

 
3.6. Prediction Classification and Model Evaluation 

Based on the obtained model equation, the 
probability (prediction) values can be calculated for each 
data point. The data is then classified into respective 
groups based on a cut-off value of 0.5. From this 
classification, the accuracy of the model is calculated to 
evaluate how well the model correctly classifies the data. 
This accuracy is expressed as a percentage and will be 
presented in Table 5. 

Based on Table 5, the model demonstrates strong 
performance in classifying Category 0, with a Precision of 
87.62%, Recall of 99.49%, and an F1-Score of 93.18%. This 
indicates that almost all actual data belonging to Category 
0 were correctly classified, with a very low error rate. 

Conversely, the model performs poorly for Category 
1, showing a Precision of 36.36%, Recall of only 2.05%, and 
F1-Score of 3.88%. This poor performance suggests that 
 the model struggles to detect Category 1 data, as most of 
the Category 1 instances were misclassified as Category 0.  

 

 
Figure 2. Descriptive Analysis of Predictor Variables. 
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Table 4. Partial test. 

Variable Coefficient Standard 
Error (SE) 

   Wald 
Statistic P-value EXP(B) Decision 

Const -1.6434 0.2393 47.1828 6.47×10−12 0.1933 Significant 
Cough -0.4047 0.2342 2.9873 0.0839 0.6672 Not Significant 
Out of Breath 1.3185 0.1076 150.2402 1.54×10−34 3.7378 Significant 
Sweating at night without activity 0.1225 0.1310 0.8741 0.3498 1.1303 Not Significant 
Feverish fever >1 month 0.2508 0.1085 5.3441 0.0208 1.2850 Significant 
Feverish fever 1.2830 0.1983 41.8738 9.74×10−11 3.6073 Significant 
Smoker -0.1635 0.1570 1.0839 0.2978 0.8492 Not Significant 
Household contact -0.5594 0.0906 38.1133 6.68×10−10 0.5716 Significant 
 
Table 5. Classification Accuracy. 

 Precision Recall F1-Score Support 
0 0.8762 0.9948 0.9318 1359 
1 0.3636 0.0205 0.0388 195 
Accuracy   0.8726 1554 
Macro Avg 0.6199 0.5077 0.4853 1554 
Weighted Avg 0.8119 0.8726 0.8197 1554 
 

The low performance for Category 1 is likely due to 
the predictor variables lacking sufficient distinguishing 
power between Category 0 and Category 1, as seen in 
Figure 2. The distribution of predictor values in Category 
1 appears similar to that of Category 0, making it difficult 
for the model to accurately recognize Category 1 cases, 
leading to low prediction accuracy for that category. 

4. Conclusions 
The study identifies significant risk factors 

influencing Tuberculosis (TB) incidence in Semarang City 
using a binary logistic regression model. Descriptive 
analysis reveals data imbalance, where the majority of 
patients belong to Category "0" (not indicated for TB), 
while Category "1" (indicated for TB) is significantly 
smaller. 

The Chi-Square independence test indicates that 
variables such as Shortness of Breath, Night Sweats 
Without Activity, Persistent Fever (>1 month), Diabetes 
Mellitus (DM), and Household Contact are significantly 
associated with TB incidence, whereas Cough and 
Smoking do not show statistical significance. 

The logistic regression model is statistically 
significant (G = 275.13, p-value = 1.23×10−55), with four key 

variables (Shortness of Breath, Persistent Fever (>1 
month), Diabetes Mellitus, and Household Contact) 
contributing significantly based on the Wald test. The 
odds ratio interpretation confirms that Shortness of Breath 
(OR = 3.737) and Diabetes Mellitus (OR = 3.607) are the 
most significant risk factors, increasing TB incidence odds 
by 3.737 and 3.607 times, respectively. 

However, model performance evaluation shows that 
while Category "0" is classified very well (Precision = 
87.62%, Recall = 99.49%, F1-Score = 93.18%), the 
performance for Category "1" is much lower (Precision = 
36.36%, Recall = 2.05%, F1-Score = 3.88%), with an overall 
accuracy of 87.25%. The poor performance on Category "1" 
and the Pseudo R² value of 7% are likely due to data 
imbalance, where Category "1" has far fewer cases than 
Category "0", causing the model to be biased toward the 
majority class. Additionally, predictor variable 
distributions may not provide enough information to 
distinguish Category "1" from Category "0", limiting the 
model’s ability to explain overall data variability. To 
enhance prediction accuracy and improve TB detection, 
additional approaches such as data balancing techniques 
or more complex predictive models are recommended.
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