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Abstract: This study aims to analyze the trends in export value in East Kalimantan. The research utilizes 
secondary data sourced directly from the Central Statistics Agency of East Kalimantan Province. A simple 
linear regression algorithm for data mining is employed as the analytical method. The findings indicate a 
decline in East Kalimantan's export value from January 2022 to April 2024, as well as in the forecasted export 
value from May 2024 to December 2024. The prediction model achieved a Root Mean Square Error (RMSE) 
value of 3.182%, demonstrating a high level of accuracy in estimating export values. This research is ex-
pected to serve as a valuable reference for stakeholders in formulating strategies to enhance East Kaliman-
tan's export performance and contribute to the region's future economic development. 
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1. Introduction 
International trade is a commercial activity involv-

ing residents of one country and those of another, based 
on mutual agreements [1, 2]. The participants may in-
clude individuals, individuals and governments, or gov-
ernments of two or more different countries [3]. Interna-
tional trade encompasses the exchange of goods and ser-
vices between economic entities from various nations [4, 
5]. Essentially, international business activities are 
driven by the same motive as business in general—the 
pursuit of benefits from these activities. Exports refer to 
the act of selling one's products abroad in compliance 
with government regulations [6], typically requiring 
payment in foreign currency and communication in a 
foreign language. The proceeds from export activities are 
expressed in the form of foreign currency, also known as 
foreign exchange, which constitutes one of the state's 
sources of revenue [7, 8]. 

International trade consists of the shipment of 
goods (exports) and the receipt of goods (imports) from 
abroad [9, 10]. In the era of globalization, the activity of 
exporting goods has become increasingly crucial, as ex-
ports serve as one of the driving forces of a country's 
economy [11, 12]. According to David Ricardo's classical 
theory, a country can gain benefits from international 
trade if it specializes in producing and exporting goods 
that it can produce relatively more efficiently while im-
porting goods that it produces less efficiently [13, 14]. 

International trade is an economic sector that plays 
a vital role in supporting the economic development of 
Indonesia, particularly in East Kalimantan [15, 16]. Ex-
port activities generate foreign exchange and capital for 
development, while imports provide the raw materials 
and capital needed for progress. 

In a previous study it was revealed that exports and 
exchange rates collectively have a significant impact on 
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foreign exchange reserves. Separately, exports were found 
to have a significant effect on foreign exchange reserves. 
Subsequent research states that the results of simultaneous 
testing conclude that inflation, the rupiah exchange rate, 
interest rates, and exports influence foreign exchange 
reserves. Based on the simultaneous testing, it can be 
concluded that inflation, the rupiah exchange rate, interest 
rates, and exports significantly impact Indonesia's foreign 
exchange reserves. Meanwhile, partial testing results 
show that export values have a positive and significant 
effect on foreign exchange reserves. 

East Kalimantan contributes to national revenue 
through international trade, categorized into two main 
sectors: oil and gas (O&G) and non-oil and gas (non-O&G) 
exports [17]. The export of oil and gas has shown a 
declining trend, while the value of non-O&G exports has 
surpassed that of O&G exports. The export value of East 
Kalimantan from 2022 to 2024 has experienced a year-on-
year decline. In 2022, the export value reached USD 
36,058.24 million, decreasing to USD 26,840.63 million in 
2023, and further dropping to USD 8,041.06 million in the 
first quarter of 2024. 

To assess the extent of export value development in 
East Kalimantan, a predictive method is required to 
estimate future export values in the region. Advances in 
techniques for collecting and storing data have enabled 
organizations to manage large volumes of data, resulting 
in the creation of datasets. Data mining involves a series of 
processes applied to a group of data to uncover 
knowledge that is not easily discernible through manual 
methods. Data mining employs various algorithms to 
extract valuable information. Simple linear regression is a 
least-squares method designed to test the causal 
relationship between an independent variable (X) and a 
dependent variable (Y). An effective plan to prepare for 
future scenarios involves making accurate predictions or 
forecasts about these conditions. Prediction refers to 
forecasting an event that will occur in the future. It can be 
applied not only for time-series forecasting but also for 
classification processes, as it identifies categories based on 
existing attributes. The root mean square error (RMSE) is 
the square root of the mean squared error (MSE) obtained 
from algorithmic calculations. In this study, the author 
predicts the export value in East Kalimantan using data 
mining methods, specifically the simple linear regression 
algorithm, implemented through the RapidMiner 
application. 

2. Method 
Descriptive analysis is a method used to analyze data 

within a data set. What makes it unique is that it can be 
used to write or provide explanations about a subject by 
using data or samples that have been collected and 
analyzed to make decisions that are applicable to 
everyone. This research employs a data mining 

methodology using a simple linear regression algorithm. 
Several stages are carried out, which can be seen in the 
flowchart in Figure 1. 

 
Figure 1. Research flow 
 
2.1. Data Mining 

Experts state that data mining is a form of analysis for 
large-scale observational data to uncover unknown 
relationships and new methods for interpreting data to 
make it easier to understand. Data mining is one of the 
steps in Knowledge Discovery in Databases (KDD) [18-20]. 
Data mining is defined as the process of identifying 
meaningful relationships, patterns, and trends by 
analyzing large volumes of stored data, using pattern 
recognition techniques that involve statistical and 
mathematical methods. 
 
2.2. Simple Linear Regression Algorithm 

This algorithm is a prediction technique that uses a 
single independent variable [21, 22]. This method is used 
to predict the dependent variable Y. The analysis is based 
on the causal relationship between the independent 
variable and the dependent variable. The regression 
coefficient is used to determine the effect of the 
independent variable's value on the dependent variable's 
value. The determination of the regression equation for 
values of a and b is given by Equation 1-3. 
 

 𝑎 = (∑	$%)(∑	')((∑	$')(∑	$)
)(∑	$%)((∑	$)

 (1) 

 

 𝑏 = )(∑	$')((∑	$)(∑	')
)(∑	$%)((∑	$)%

 (2) 
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With its equation: 𝑌	 = 	𝑎	 + 	𝑏𝑋 (3) 
 
Where : X = independent variable 
Y =  dependent variable 
a =  constant 
b = slope 
 
2.3. Prediction Accuracy Measurement 

The accuracy of a prediction is determined by the 
magnitude of the difference or error between the predicted 
data and the actual data. At this stage, it is checked 
whether the performance value reflects the error value on 
the RMSE, indicating whether the performance is good or 
poor [23, 24]. 

 

 𝑅𝑀𝑆𝐸 = 	)
∑!"#
$ (*!(+!)%

,
 (4) 

 
In Equation 4, we know that At represents the actual 

data value, Ft is the predicted value, n is the number of 
data points, and Σ is the total of all values. The Root Mean 
Square Error (RMSE), which uses a gradient-based 
method, indicates that the lower the RMSE, the more 
accurate the predictions [25]. 
 
2.4. Rapidminer Application 

RapidMiner is an application or software tool for data 
mining knowledge [26]. The company that developed this 
platform is dedicated to applications that involve large 
data sets in fields such as trade, research, education, train-
ing, and learning. RapidMiner is an independent software 
that functions to analyze data and serves as a data mining 
tool, which can be easily integrated with various program-
ming languages. 
 
2.5. Data Analysis 

The dataset to be used is obtained from the website of 
the Central Statistics Agency of East Kalimantan at 
https://kaltim.bps.go.id/publication.html, which provides 
various statistical data for East Kalimantan. The specific 
data on export values for oil and gas (migas) and non-oil 
and gas (non-migas), as well as the total export value, is 
available at https://kaltim.bps.go.id/indicator/8/36/1/nilai-
ekspor---impor-bulanan-.html. This data, which spans 
from January 2022 to April 2024, will be used as the test 
data for historical export values in East Kalimantan (Table 
1). Here, X represents the time period from January 2022 
to April 2024, and Y represents the total export value of 
East Kalimantan in millions of US dollars. 

3. Results and Discussion 
The RapidMiner application can generate infor-

mation that is typically not noticed by users, allowing the 
results to serve as a basis for decision-making. The re-
searchers use a linear regression algorithm to predict the 
export values from May to December 2024. The follow-
ing steps are taken: 
3.1. The equation model design for the linear regression 
algorithm in RapidMiner.  

In this stage, the equation model is created using the 
linear regression model, as shown in Figure 2. The 
application of the Simple Linear Regression algorithm 
using RapidMiner on the testing data resulted in a linear 
equation. The calculations provided by the software 
yielded the following regression equation: Y = 3123.836 – 
40.708 X. 

 
Table 1. Historical export values in East Kalimantan (January 
2022 to April 2024). 

Month X (Period) Y (Export Value) 
Jan-22 1 1084.45 
Feb-22 2 2018.40 
Mar-22 3 3044.22 
Apr-22 4 3329.79 
Mei-22 5 2855.18 
Jun-22 6 3675.45 
Jul-22 7 3596.81 

Agu-22 8 3706.87 
Sep-22 9 3319.92 
Okt-22 10 3254.49 
Nov-22 11 3120.19 
Des-22 12 3052.47 
Jan-23 13 2449.65 
Feb-23 14 2650.89 
Mar-23 15 2850.50 
Apr-23 16 2405.40 
Mei-23 17 2245.52 
Jun-23 18 1950.80 
Jul-23 19 1929.82 

Agu-23 20 2023.22 
Sep-23 21 1910.92 
Okt-23 22 2077.21 
Nov-23 23 2186.71 
Des-23 24 2159.99 
Jan-24 25 1946.46 
Feb-24 26 1766.64 
Mar-24 27 2215.00 
Apr-24 28 2112.96 

Source: The Central Statistics Agency of East Kalimantan Province 

 
Table 2. Significance level in RapidMiner. 

Attribute Coefficient Std. Error Std. Coefficient Tolerance t-Stat p-Value 
X -40.708 13.879 -0.499 ? -2.933 0.007 

(Interception) 3123.835 230.373 ? ? 13.560 0.000 
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Figure 2. Design of Simple Linear Regression Algorithm in RapidMiner 
 
 

 
Figure 3. The prediction design in the RapidMiner application 
 
 

 
Figure 4. Prediction Results in RapidMiner Application 

 

 
Figure 5. Evaluation Design of Accuracy Measures 
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Based on Table 2, the hypothesis is obtained: 

Ho: There is no relationship between X (period) and Y 
(export value in East Kalimantan) 

H1: There is a relationship between X (period) and Y (ex-
port value in East Kalimantan) 

Hypothesis Acceptance Criteria: If the P-value is < 0.05, 
then Ho is rejected, and vice versa.  

Since the P-value is 0.007 < 0.05, Ho is rejected, and 
H1 is accepted. This means there is a relationship be-
tween X (period) and Y (East Kalimantan's export value). 
Therefore, this model equation can be used in subse-
quent calculations. 

 

3.2. Create a prediction model in RapidMiner 
At this stage, the prediction model is created using a 

linear regression model, as shown in Figure 3. The 
prediction results generated by the RapidMiner 
application for the available testing data are shown in 
Figure 4. Based on the calculations obtained from 
Rapidminer in Figure 4, the predicted export values for 
East Kalimantan (in million US$) from May to December 
2024 are as follows: 1943.302, 1902.593, 1861.885, 1821.177, 
1780.469, 1739.761, 1699.053, 1658.345. 
 
3.3. Create an RMSE evaluation model in RapidMiner 

At this stage, the model for evaluating prediction 
accuracy is created using a linear regression model, as 
shown in Figure 5. 

The accuracy evaluation of the predictions made by 
the RapidMiner application on the testing data shows an 
RMSE value of 3.182%. This value indicates that the 
predicted values are very close to the observed values, 
with a smaller RMSE signifying higher accuracy. In this 
case, the predicted export value for East Kalimantan is 
considered to be highly accurate. 

4. Conclusion 
This study utilizes a data mining method with a 

Simple Linear Regression algorithm, based on the export 
values in East Kalimantan from January 2022 to April 
2024. The research results yield the following Simple Lin-
ear Regression algorithm equation: Y = 3123.836 – 40.708 
X. The predicted export values for East Kalimantan (in 
million US$) from May to December 2024 are as follows: 
1943.302, 1902.593, 1861.885, 1821.177, 1780.469, 
1739.761, 1699.053, 1658.345. The RMSE value is 3.182%, 
indicating that the predicted export values for East Kali-
mantan are classified as highly accurate. 

Based on the results of previous studies, it was con-
cluded that export value significantly impacts the coun-
try's foreign exchange reserves. According to the find-
ings of this study, the predicted export value of East Ka-
limantan from May 2024 to December 2024 is expected to 
decline. Therefore, based on the conclusions of both pre-
vious studies and this research, it is recommended that 
relevant parties develop effective strategies to increase 
the export value of East Kalimantan in the future.
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