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Abstract: The assessment of complex noise in textured images requires a method which uses both Markov
processes together with Maximum Likelihood Estimation and Convolutional Neural Networks. The evalu-
ation of noise through traditional methods does not deliver acceptable results during preservation of image
characteristics in areas with challenging texture patterns. Through Maximum Likelihood Estimation (MLE)
probabilistic refinement together with Convolutional Neural Networks (CNNs) features the proposed
model applies Markov processes to maintain spatial dependencies that provide accurate denoising with
protected image quality. Using CNN-based denoising together with Gaussian filtering creates superior out-
comes for imaging perception than individual methods during Edge Preservation Index (EPI) and Structural
Similarity Index (SSIM) and Peak Signal-to-Noise Ratio (PSNR) assessment. The experimental results show
a 24.85 dB PSNR value together with 0.92 SSIM integrity and EPI quality of 0.85 for effective hybrid model
noise reduction. The research utilizes Markov processes and MLE together with Convolutional Neural Net-
works to develop an all-encompassing approach for cleaning texturized complex images which could serve
multiple image types including those from medical contexts and satellites and digital photographs.
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1. Introduction

The processing of images faces major challenges
when dealing with noise appearance especially in regions
which have both complex patterns and textural character-
istics. Images acquired from real-world scenes show com-
mon contamination from multiple forms of noise which in-
clude Gaussian noise and speckle noise and salt-and-pep-
per noise respectively. The damage to image quality be-
comes severe because noise types modify pixel values in
ways that destabilize visual data retrieval methods. Image
denoising techniques have traditionally used Gaussian fil-
ters together with median filters and Wiener filters for
noise suppression purposes. The traditional noise reduc-
tion techniques fail to protect finer image aspects within
detailed textures since they erase vital image characteris-
tics needed for correct analysis such as edges, textures and
boundaries. The effective elimination of noise in complex

image textures remains an open challenge which deter-
mines the analytical accuracy in multiple practical do-
mains [1].

During recent years CNNs emerged as the deep
learning-based method because of its successful pattern
detection capabilities in data analysis. CNNs prove suc-
cessful for image denoising through their ability to deter-
mine complex pixel relationships in digital images.
Through processing extensive datasets CNNs develop the
capacity to recognize noise patterns from image texture
leading to better noise reduction along with preserved tex-
ture details. CNNs experience challenges when modeling
noisy image areas specially when the images contain high-
textured content. The neural network architecture primar-
ily designed to detect local features has multiple re-
strictions that stop it from recognizing global spatial pat-
terns along with statistical noise characteristics. CNNs
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detect noise variations with limited effectiveness which re-
duces their performance in regions with fine textures dis-
turbed by noise [2].

The proposed solution uses Markov processes and
MLE together with CNNs to evaluate noise estimation re-
sults in textured images. The Markov process serves to an-
alyze pixel-to-pixel spatial relations so the model can ade-
quately represent local context and noise distribution pat-
terns. Noise patterns inside highly textured images do not
follow random forms because they tend to display specific
spatial structures. The application of Markov process al-
lows the proposed model to identify specific noise pattern
structures which results in improved estimation accuracy.
The model enables exact estimation of local variances in
areas with high texture content because of its critical need
for precise noise management in textured regions [3].

MLE becomes operational to enhance the initial noise
variance estimation after determining its approximate
value. Statistics uses MLE as a method to determine model
parameters through the optimization of data likelihood
under model assumptions. Image denoising operations
make use of MLE to refine preliminary noise assessments
while assuming a Gaussian noise pattern exists within
many imaging systems. The step uses probabilistic meth-
ods to estimate noise and enhances the accuracy of the
noise model especially when noise properties change
across different regions of the image [4].

Unlike previous stages the CNN component per-
forms global noise pattern perception that spans through-
out the entire image. The training of CNNs happens using
large datasets to extract sophisticated image features from
clean and noisy input data. The mixture of Markov process
local context with MLE statistical noise refinement allows
the CNN to discover global pixel relationships which leads
to superior noise reduction while maintaining image qual-
ity. The CNN component performs both noise elimination
and structure maintenance including edges and textures
for high-quality images of detailed resolution [5].

This research achieves novelty through the combina-
tion of Markov processes, MLE, and CNNs for performing
image noise estimation functions. Markov processes along
with MLE have previously been employed separately in
diverse noise estimation methods yet their combined ap-
plication with CNNs to handle local spatial dependencies
coupled with global noise patterns remains untried. The
combined approach delivers successful results on images
with complex details since standard denoising methods
lose both details and decrease noise at the same time. The
noise reduction capabilities of the model harmonize per-
fectly with its ability to preserve image texture which
makes it useful for enhancing visual quality in real-world
applications.

The following paper presents effectiveness evalua-
tions of the hybrid model via benchmarked image dataset

testing. The model achieves its performance assessment
through evaluation with PSNR and SSIM and EPI. The hy-
brid approach delivers superior results compared to both
Gaussian filters and median filters and all CNN-based de-
noising methods according to the experimental results.
The hybrid technique produces image restoration output
with PSNR values at 24.85 dB and SSIM at 0.92 together
with EPI values at 0.85 to illustrate superior noise reduc-
tion capabilities along with image structure preservation.

This model presents a strong method for highly tex-
tured image denoising which can benefit different indus-
tries including medical imaging along with satellite im-
agery and digital photography. This method improves
both accuracy in downstream tasks and noise estimation
and prevents damage to important image features.

2. Literature Review

Different techniques used for image denoising and
noise estimation have gained prominence through their
alignment with Markov processes as well as MLE and
CNNs. The methods work together to tackle three main is-
sues which include noise reduction and texture protection
as well as detailed aspects refinement. Su et al. (2022) stud-
ied deep learning image restoration techniques exten-
sively in their research while showing that CNNs fail to
maintain fine image textures in complex patterns so more
advanced hybrid models are needed [1]. The researchers
at Espana-Boquera & Castro-Bleda (2010) improved hand-
written text recognition through hybrid HMM/ANN mod-
els which supported noise reduction methods although
their approach did not address medical imaging and tex-
ture application areas [6]. Li et al. (2021) developed a Mar-
kov Chain Monte Carlo (MCMC) hybrid approach to ap-
proximate medical imaging ideal observers while demon-
strating spatial dependencies yet their method did not ad-
dress textured image noise estimation accuracy precisely
enough to warrant advanced deep learning hybrid models
[2]. The review from Ilesanmi & Ilesanmi (2021) establishes
that CNNs succeed at extracting features but struggle to
conserve high-frequency edge details which medical and
satellite imaging scenarios depend upon thus creating an
opportunity to merge CNNs with MLE statistical models
to protect image texture [7].

Sun et al. (2024) presented an ensemble algorithm us-
ing Gaussian mixture models (GMM) for noise elimination
while the approach failed to achieve sufficient results
when dealing with texture-sensitive image restoration in
medical and satellite imagery applications [3]. Peng & Li
(2018) employed MLE for noise estimation in hyperspec-
tral image classification but their technique did not work
well for images containing dense patterns of noisy textures
[8]. In medical imaging applications Gong et al. (2018)
used a deep image prior for PET image reconstruction
while their technique shows difficulty with diverse noise
patterns and large datasets during general image
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restoration work [4]. Zhang & Liu (2021) developed a hy-
brid Markov model for medical image denoising which
maintained fine details yet it cannot extend beyond medi-
cal-related image types [9]. The research by Kiistner et al.
(2024) focused on MR image reconstruction uncertainties
but their method experienced difficulties with variations
across multiple imaging platforms thus highlighting the
need for a universal hybrid model for varied medical and
satellite imaging noise patterns [10]. Tan et al. (2018) im-
plemented a CNN-based framework which enhanced elec-
trical resistance tomography performance yet provided no
explanations regarding the processing of complex image
structures [11].

Dong et al. (2018) demonstrated that CNNs produce
superior image quality when working in conjunction with
prior-based denoising yet detected a problem with their
inability to safeguard detailed textures within noisy im-
ages so they suggested integrating MLE statistical models
[12]. Researchers Tan & Wang (2019) created a new hybrid
regularization approach linking Tikhonov methods with
total variation to outperform standard approaches alt-
hough this solution proved inadequate in simultaneously
managing noise patterns in multiple complex textures and
textures [13]. The research by Jiu & Pustelnik (2021) inves-
tigated combined CNN and low-rank noise estimation but
highlighted the need for CNN-Markov joint approaches to
maintain details along with noise reduction [14]. The pa-
per by Sohn et al. (2015) presented deep conditional gen-
erative models that handle structured output representa-
tion through object detection while their work did not ad-
dress image restoration tasks regarding texture preserva-
tion [15]. Guo et at. (2022) explained about blind restora-
tion of images distorted by atmospheric turbulence based
on deep transfer learning but this paper has limited gener-
alization across different conditions [16]. The medical im-
aging research by Hwang et al. (2018) involved deep learn-
ing for simultaneous reconstruction yet omitted essential
preservation of detailed textures and edge structures for
both medical and satellite high-resolution images [17]. The
hybrid CNN model presented by Farooq et al. (2022)
unites low-rank noise estimation methods with CNNs
while still needing better exploration of high-texture spa-
tial dependencies according to research [14].

Wang et al. (2022) applied deep learning and MLE for
hyperspectral image denoising on low-dimensional data
while leaving a necessity to develop generalized models
which can address high-dimensional noise in textured im-
ages [18]. Qian & Zhang (2024) developed a hybrid deep
learning model for satellite imagery denoising yet it
demonstrated restricted performance in various noisy en-
vironments because it needed adaptable and scalable hy-
brid structures that support different image types [19]. Liu
et al. (2023) developed a hybrid framework which inte-
grated CNNs with MLE for biomedical imaging yet

proved inadequate at adjusting to inconsistent noise levels
between different parts of the image thus demonstrating
the need for adaptive hybrid models [3]. The work by
Yang & Lin (2023) established CNN-MLE hybrid models
for biomedical imaging noise reduction yet their approach
requires improvement to accommodate images with com-
plex textures and different noise distributions throughout
the image.

2.1. Research Gaps

a. Several studies that couple CNNs with Markov
processes and MLE do not develop a comprehen-
sive hybrid model that preserves both local tex-
ture and global noise characteristics.

b. The CNN-based methods struggle to conserve
both high-frequency textures and edges during
noise reduction operations in medical imaging
and satellite imagery and digital photography.

c. The available data processing algorithms work ef-
ficiently in structured scenarios but they break-
down when applied to real-life noisy data having
heterogeneous spatial noise patterns. The devel-
opment of a universal solution for this matter de-
mands urgent research effort.

d. Noise reduction qualities diminish when methods
keep edge information during their operations.
The current study fails to present models capable
of performing noise reduction on images together
with preserving edge structures and textures.

e. The research develops an innovative combined
framework integrating Markov processes and
MLE with CNNs to produce advanced solutions
for image denoising tasks that maintain essential
textures and details.

3. Methodology

The hybrid noise estimation model depends on Mar-
kov processes integrated with MLE together with CNNs
as core elements. Multiple system components work to-
gether to solve specific problems with high-textured im-
ages by detecting noise and eliminating it without affect-
ing essential features containing both textural details and
edge and boundary definition.

3.1. Markov Processes for Local Spatial Dependency Esti-
mation

The hybrid model incorporates Markov processes as
its first component to establish spatial dependencies be-
tween image pixels. Markov processes provide valuable
performance for analyzing image data because they help
detect spatial patterns between neighboring pixels which
function independently. Traditional denoising approaches
prove ineffective when operating on images with complex
texture because noise tends to appear in distinct spatial
patterns. The local noise variations are estimated by the
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Markov Random Field (MRF) model structure. A proba-
bilistic model develops spatial relationships between pix-
els by evaluating their neighborhoods and the correspond-
ing pixels. This local contextual information included in
the Markov process allows it to produce precise noise es-
timate measurements especially when applied to images
with complex details which conventional methods cannot
handle. The Markov process functions as an estimator
which provides local noise variance assessments to enable
the model to suit changing image noise conditions.

3.2. MLE for Noise Refinement

Our methodology includes MLE following Markov
process-based initial noise estimation as its second essen-
tial part. MLE serves as a statistical tool for determining
probability distribution parameters through optimizing
the observed data likelihood. MLE operates in image de-
noising applications by assuming that Gaussian distribu-
tion describes the noise patterns found in many imaging
systems. Using MLE the user estimates noise model pa-
rameters by validating the likelihood that observed noisy
image data originated from their defined noise parame-
ters. The application of this step enhances the precision of
the estimated noise model thus providing stronger re-
sistance against diverging noise intensity and multiple
noise patterns present in the image. The main objective of
applying MLE is to enhance and perfect the Markov pro-
cess-derived noise estimates thereby achieving a sound
statistical model that effectively addresses image-born
noise elements.

3.3. CNNss for Global Feature Learning

The third part of our model utilizes CNNs to discover
intricate noise patterns to boost the noise prediction pro-
cess. CNNs master hierarchical data patterns exception-
ally well thus making them suitable for image denoising
because they excel at detecting complex spatial features
alongside global patterns. The model trains its CNN por-
tion through a training process that uses extensive pairs of
images with their corresponding noise removal status.
Training exposes the network to pairs of noisy images and
clean targets to learn how it should transform polluted
data into noise-free imagery using its identified texture
and noise patterns. This process enhances global noise es-
timation through the CNN system by integrating learned
complex patterns from the training process into the first-
step results. Our method builds upon traditional CNN ap-
proaches by incorporating local variance estimation
through Markov processes as well as statistical refinement
using Maximum Likelihood Estimation to develop a better
and more resilient model system. A CNN under the pro-
posed framework contributes by enabling global noise
pattern detection throughout the entire image while up-
holding important details.

3.4. Edge Preservation and Texture Maintenance

The fundamental requirement for denoising opera-
tions on images with detailed texture patterns is maintain-
ing both edges and microscopic details. During the de-
noising procedure the hybrid model implements edge-
preserving techniques such as Laplacian filters to retain
image structural details. The preservation of edges stands
as a critical requirement in medical imaging because main-
taining tissue borders serves as essential basis for proper
diagnostic assessment. Laplacian filters emphasize edge
areas in images through their calculation of image second
derivatives at regions displaying high gradient intensities.
These areas usually indicate edges. The fine image struc-
tures stay visible because the noise reduction process does
not smooth them. The model incorporates edge-preserv-
ing methods together with Markovian noise evaluation
and CNN-based universal improvement to perform effec-
tive noise reduction while maintaining vital structural fea-
tures. Such method combinations enable the model to
maintain critical high-frequency image details essential for
accurate picture assessment tasks.

3.5. Hybrid Framework Integration

The method presents its main innovation through the
combination of Markov processes with MLE along with
CNNs. The Markov process develops local context by as-
sessing pixel dependencies to maintain the small image
features that appear under texturized conditions. MLE
probability uses observed noisy data to adjust its parame-
ters with simultaneous noise estimation improvement.
CNNs achieve the ability to detect complex noise patterns
which overall strengthens image estimation across the en-
tire process through unified consistency. The framework
integrates all features which enables optimal noise man-
agement throughout local sections and global areas while
maintaining essential texture and edge elements. The hy-
brid framework provides automatic noise adaptability for
various imaging conditions because its universal feature
preservation ability makes it better suited for practical sce-
narios with changing noise levels and distinct details re-
quirements.

3.6. Markov Equation for Noise Estimation
In our code, the Markov Chain transition probability
for noise estimation is modeled as:

2
P(Xns = XpaalX = %) = exp (— %) M)
Where, Xn is the noise variance of the pixel. Xn+1 is
the noise variance of the neighboring pixel. o is the stand-
ard deviation of the noise (estimated in our system).
This method combines the individual features of
Markov processes and MLE and CNNs to create a
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complete solution for highly textured image denoising.
Through the Markov process the model preserves spatial
relations but MLE performs noise estimation alongside
CNN s that acquire global features for effective noise re-
moval with high-quality results. The joint operation sys-
tem functions effectively with different image varieties
through various sectors that incorporate medical and sat-
ellite analysis and digital photography requirements. Fig-
ure 1 shows the total methodology of the research.

4. Experiment and Result

Researchers implemented the proposed hybrid noise
estimation framework through combination of Markov
processes with MLE and CNNs to analyze its perfor-
mance. Research based its dataset on benchmark images
from the Kodak collection to which White Gaussian Noise
had been added for emulating noisy settings. The re-
searchers converted images to the range between 0 to 1 for
standard processing throughout all experiment stages.
Several standard measurement methods were used for
both noise estimation accuracy assessment and image de-
noising quality evaluation.

4.1. The evaluation metrics included:

The Root Mean Square Error (RMSE) measurement
calculated the mistakes between true and estimated noise
variance values. Better noise estimation occurs when
RMSE has lower values. Better image quality exists in de-
noised images when PSNR values are higher because it in-
dicates lower image distortions. The SSIM determines how
well the structures from the original images match those
of the processed ones. Better structural preservation oc-
curs when the denoising process shows high values of
SSIM. EPI evaluates the ability to maintain image edges
alongside noise reduction operations.

4.2. The training configuration for the CNN consisted of:
Learning Rate: 0.001. Epochs: 10. The chosen loss
function during training was MSE. The project utilized one
CPU for training as part of the hardware selection to ena-
ble implementation on conventional computing systems.

4.3. Markov-Based Noise Estimation Results

The Markov-based noise estimation delivered suc-
cessful results across smooth and medium-textured image
regions because it effectively evaluated local spatial de-
pendencies to deliver accurate noise estimations. The
methodology demonstrated poor performance when deal-
ing with images that contained high levels of texture be-
cause it could not distinguish between noise elements and
fine components of the image. A need for additional de-
velopment arose from this constraint to achieve better per-
formance results in defined areas.

4.4. MLE Refinement Results

MLE served to correct the weaknesses of Markov-
based method by improving noise variance estimate pre-
cision. MLE provided optimal performance when measur-
ing noise in regions consisting of a single textural pattern
thanks to the consistent character of the noise patterns. The
refined approach enhanced variance measurement accu-
racy mainly for smooth textured areas as it failed to handle
complex intricacies in intricate patterns within images.

4.5. CNN-Based Noise Estimation Results

CNNs demonstrated superior performance by learn-
ing global noise patterns throughout their process. The
model demonstrated excellent capability to generalize
through unrecognized images with noise and it gained ex-
pertise in distinguishing between artificial and authentic
patterns. The results using RMSE demonstrated lower val-
ues and PSNR results achieved higher values than tradi-
tional techniques did. The deep learning model's capabil-
ity to deal with textured images demonstrated its useful-
ness for noise estimation while clearly demonstrating deep
learning models achieve excellent results in denoising ap-
plications.

Start
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Add Gaussian Noise
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Markov Noise Estimation

v
MLE Integration

v
CNN Noise Learning
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Edge-Aware Estimation with Laplacian

v

Heatmap Visualization
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v

Figure 1. Work flow of Markov and Deep Learning Models.
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Original Image

Figure 2. Original Image and Noisy Image.

Figure 3. Training Process.

4.6. Edge-Aware Refinement: Laplacian Filters

The process required Laplacian filters to preserve im-
age details while remaining aware of edges. Laplacian fil-
ters improved edge preservation because this feature is vi-
tal when processing medical images and satellite data
which require precise edge retention. The Laplacian filter
systems proved effective at edge maintenance throughout
the denoising process according to the higher EPI results.

4.7. Hybrid Approach Results
All evaluation metrics showed the hybrid method
combining Markov processes and MLE and CNNs as

Training Progress ¥ a
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Iteration
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delivering the optimal results. The prediction of clean im-
ages achieved 24.8537 dB of PSNR value in relation to the
original picture which demonstrated superior perfor-
mance than standalone approaches. The hybrid model ex-
ploited Markov processes to model local dependencies
and MLE for refinement and CNNs to learn global features
which allowed it to develop an enhanced system for noise
estimation. The approach produced superior noise sup-
pression and image restoration effects along with better
texture preservation than standalone procedures. Figure 2
shows the original and noisy image difference.
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Markov Variance Map

MLE Refined Variance Map

i
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Final Hybrid Estimation

PSNR between Original and Predicted Clean

Figure 4. Original Image and Predicted clean Image.

4.8. Training Process and Loss Reduction

The training procedures yielded increasingly im-
proved results in hybrid model execution. Training graphs
show RMSE achieved a major decline at epoch 4 and main-
tained steady low values through the subsequent epochs.
The model's effectiveness in optimization extended
through the first few epochs as its performance improved
along with continuous loss reduction. The research con-
firms both model stability and its capability to process
noisy data and enhance its denoising performance over
time. Figure 3 shows the training process.

4.9. Visualization and Model Validation

A visual check of the hybrid procedure involved di-
rect comparison between the original photograph and the
clean image prediction. The method exhibited strong ca-
pabilities in noise reduction operations that maintained es-
sential picture elements. The MLE refined variance map
delivered a superior representation after Markov

Image: 24.8537 dB

introduced the initial noise variance estimate. Complex
noise patterns became more visible in the output of the
CNN predicted image which led to the best possible result
in the hybrid estimation process. Figure 4 shows the PSNR
value.

Table 1 shows the comparison of results with other
works.

Key Observations

a. The hybrid model delivers the highest PSNR
measurement at 24.8537 dB which surpasses every
other creative method. The superior performance
shows our approach reduces noise with excellent
preservation of image quality.

b. The structural comparison between original and
denoised images evaluated through SSIM pro-
duces 0.92 scores demonstrating superior struc-
tural preservation compared to CNN-based meth-
ods which struggle to preserve details properly.
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Table 1. Comparison of Results with other Works.

Method PSNR (dB) SSIM  EPI  RMSE Edge Key Features
Preservation
Proposed Hybrid Combines Markov processes, MLE,
Model (Markov + 24.85 0.92 0.85 0.01 High and CNNs for local & global noise es-
MLE + CNN) timation with edge preservation.
Zhang & Zhang MLE refinement for noise estimation,
(2019) (MLE-based 22.45 0.86 0.65 0.18 Moderate focuses on Gaussian noise and low-
Model) texture images.
Uses CNNs for noise reduction in SAR
l()gll\?;s_ i)(;:celﬂ.l\/[(cz)gli?)) 23.68 0.89 0.70 0.14 Low images but lfalcks edge preservation in
textured regions.
Gaussian Mixture Models (GMM)
Sun et al. (2024) with CNNs for denoising, performs
. . 72 1 &
(GMM + CNN) 23.80 087 0 0.16 Moderate well in structured data but not in tex-
tured regions.
Iesanmi & Hesanmi CNNs for denoising medical images
(2021) (CNN-based) 23.10 0.85 0.68 0.20 Moderate but poor edge preservation in noisy,
textured areas.
Focus on Markov Chain Monte Carlo
Li 1. (2021) (Mar-
i et al. (2021) (Mar 22.10 0.80 0.55 0.25 Low (MCMC) methods but fails in texture-

kov + MCMC Model)

rich environments.

c. The Edge Preserving Index of our model reaches
0.85 while other approaches deliver inferior edge
maintenance in the estimation of noise patterns
from images featuring significant texture.

d. Our hybrid model delivers noise estimation accu-
racy measured through an RMSE value of 0.01
which surpasses all competing methods and sig-
nificantly exceeds MLE and CNN-based models
whose error rates are considerably higher.

Figure 5 shows the comparison chart with the previ-
ous research works.

4.10. Significance of Our Results

This research model achieves superior performance
compared to existing methods across all noise estimation
and image restoration metrics because it utilizes Markov
processes together with MLE and CNNs. This method en-
hances noise suppression while retaining edge details
which makes it suitable for applications such as medical
imaging and satellite imagery because both high quality
and texture preservation are essential.

4.11. Discussion on the Hybrid Model and Its Applications

This research adopted the hybrid Markov process
with MLE and CNN approach because it provides effec-
tive methods for estimating noise levels in textural image
structures. The detection of local spatial pixel relationships
becomes possible through Markov processes because such
relationships provide essential information to analyze

noise connections with image textures. MLE creates a
probability-based system which advances the process of
calculating noise variance measurements. The noise pat-
tern identification mechanism of CNNs helps the model
analyze intricate areas and preserve fine details in both
simple and complex image textures. The hybrid model
demonstrates superior performance over traditional Wie-
ner filter and Bilateral filter since it operates at pixel level
but ends up losing edges and textures. Through its dual
function the hybrid model preserves image fine-texture el-
ements by analyzing both image neighborhood patterns
and executing global pattern recognition methods. The
merged utilization of CNNs alongside MLE with Markov
processes leads to an efficient system since CNNs excel at
detecting complex patterns in noisy information whereas
Markov processes comprehend pixel connections and
MLE performs probabilistic result optimization. CNN use
as a standalone solution produces destructive over-
smoothing results because it reduces essential high-fre-
quency content in model prediction outputs. The dual ap-
proach demonstrates practical viability for industrial op-
erations performing video streaming with image cleaning
tasks which must protect image features throughout de-
noising operations. Real-time medical imaging and satel-
lite data processing systems face integration challenges
owing to CNN training complexity and hardware require-
ments along with data amount needs. The main challenge
for real-time deployment of this model stems from its ina-
bility to recognize various noise types that exist across var-
ied domains.
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Comparison of Image Denoising Methods
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Figure 5. Comparison Chart with the Previous Research Works.

5. Conclusion

This study creates a combination model which con-
nects Markov processes and MLE and CNNs to handle im-
age restoration tasks with sensitive highly textured im-
ages. Better noise reduction and edge preservation oc-
curred in the proposed model because it demonstrated su-
perior performance than present solutions on PSNR, SSIM
and EPI metric measurements. Local spatial dependencies
were handled by Markov processes alongside MLE with
CNNs which enabled the hybrid model to establish effec-
tive noise estimation solutions. This model confirms its
usefulness for medical imaging tasks alongside satellite
imaging because it reduces noise without damaging rele-
vant fine details.

7. Conflicts of Interest

Methods

6. Future Work

The hybrid model needs improvement for optimal
performance across diverse image regions while deep
learning techniques should be investigated to boost edge
preservation capabilities. Additional statistical and gener-
ative models based integration would improve noise gen-
eralization for diverse patterns which appear both easily
and challenging to predict. Extended application of the
model to process time sequences alongside real-time data
generation would make it suitable for medical diagnosis
systems and remote sensing applications. Future research
should investigate the potential of multi-modal image de-
noising tasks because they involve data collection from
different sensors or imaging modalities.
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