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Abstract: The rapid development of automation and robotics has increased the demand for high-perfor-
mance industrial systems, in which Delta robots play a crucial role due to their lightweight structure, high 
speed, and precise positioning capability. This study aims to design, implement, and evaluate a Delta robot-
based product classification system integrating PLC S7-1200 control and Machine vision. The proposed sys-
tem employs a camera to detect object shape, color, and position on a conveyor, while a PC processes the 
image data and computes the robot’s inverse kinematics before transmitting control commands to the PLC. 
A hardware model of the Delta robot was designed and fabricated, and a dual-mode control application 
was developed to monitor and operate the robot in real time. Experimental results demonstrate that the 
system achieves stable operation, with a classification speed of up to 20 products per minute and an accuracy 
of approximately 95.7% for picking and placing tasks. The findings confirm the feasibility and effectiveness 
of integrating vision-based detection with high-speed parallel robot control for industrial sorting applica-
tions. The study also provides a foundation for further optimization in processing speed, mechanical design, 
and advanced image-processing techniques to enhance system performance in practical manufacturing en-
vironments. 
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1. Introduction 
The rapid development of science and technology in 

recent years has significantly promoted the automation 
process in modern manufacturing systems. The increasing 
demand for higher productivity, precision and operational 
stability, especially after the disruptions caused by the 
COVID-19 pandemic, has emphasized the essential role of 
industrial robots in reducing dependence on manual labor 
and ensuring continuous production [1]. Among the vari-
ous robot architectures, the Delta robot, first introduced by 
Clavel in the late 1980s, stands out for its lightweight par-
allel kinematic structure, high rigidity, low motion inertia 
and outstanding kinematic performance, making it well 

suited for high-speed pick and place, sorting and packag-
ing tasks [2], [3]. 

The Delta robot uses three identical kinematic chains 
forming parallelogram links, maintaining a fixed orienta-
tion while enabling rapid translational motion in 3D space. 
Due to these advantages, Delta robots have been widely 
deployed in industries such as electronics manufacturing, 
food processing, pharmaceutical packaging, and logistics 
automation [2], [4]. However, the application of Delta ro-
bots to flexible sorting tasks requires a tight integration of 
mechanical design, forward and inverse kinematics, real-
time control, machine vision, and conveyor synchroniza-
tion mechanisms. Many studies have attempted to address 
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these aspects individually, but there are still many short-
comings when these components are combined into a uni-
fied system [5], [6]. 

Initial efforts to design a cost-effective Delta robot 
platform focused on educational or experimental models 
using stepper motors and microcontrollers. Cong and 
Phuong (2023) presented a compact Delta robot using an 
Arduino and a monocular camera for object localization 
[7]. A similar low-cost prototype has been developed, 
mainly based on 3D printed structures, although its real-
time accuracy and mechanical strength are still not up to 
industrial standards [8]. Meanwhile, extensive research 
has been devoted to improving control algorithms, includ-
ing PID, sliding mode, adaptive, fuzzy, and neural net-
work-based controllers [9], [10]. Reinforcement learning 
has even been applied to Delta robots to improve dynamic 
manipulation performance [11]. Although novel, these 
methods often rely on PC-based controllers, limiting their 
industrial applicability. 

In parallel with advances in mechanics and control, 
machine vision-assisted sorting systems have also devel-
oped. Conventional systems that use color and shape de-
tection, such as Bhole's Raspberry Pi-based design [12], of-
ten lack the processing speed required for high-speed ro-
botic applications. More advanced works, such as Nguyen 
(2025) and Petersen (2025), have used deep learning or 
RGB-filtered illumination to improve detection accuracy, 
but they rely on serial controllers or PLC-only conveyors 
instead of Delta robots [13], [14]. Similarly, PLC-based au-
tomation systems have demonstrated high reliability in in-
dustrial environments. For example, Almtireen (2025) de-
veloped a PLC-integrated YOLOv8 sorting system for 
waste sorting [15], but the lack of integration with high-
speed parallel robots limits scalability. 

Efforts to integrate Delta robots with PLCs are still 
limited. Akshay (2023) used a PLC-controlled Delta mech-
anism for pick and place applications, although without 
vision integration [16]. Öztürk et al. (2022) combined PLC 
control with a linear Delta robot and image processing, but 
the system lacked real-time performance and multi-
criteria sorting capabilities [17]. Additionally, several 
studies have considered high-precision calibration, vibra-
tion damping, and adaptive trajectory control for Delta ro-
bots [2], [10], [18]. While these strategies improve robot 
performance, they rarely address the issue of complete 
system-level integration with vision, PLC control, and 
conveyor tracking. 

A thorough review of existing research reveals a frag-
mented landscape. Microcontroller-based Delta robots are 
affordable but lack industrial robustness. PLC-based sort-
ing systems offer stability but often rely on simple actua-
tors or serial controllers. Vision guidance systems achieve 
high recognition accuracy but often neglect integration 
with high-speed parallel mechanisms. Meanwhile, studies 

focusing on Delta robot dynamics often overlook the chal-
lenges of vision and conveyor synchronization. To the best 
of our knowledge, no published work fully integrates 
Delta robots, PLC controllers, and real-time machine vi-
sion modules into a unified product sorting system capa-
ble of sorting objects by color, shape, and location on a 
moving conveyor.  

To address these shortcomings, this study proposes a 
fully integrated Delta robot-based sorting system, con-
trolled by a Siemens S7-1200 PLC and enhanced with a 
real-time machine vision module for object detection and 
classification. The system extracts position, shape, and 
color information from a camera, calculates inverse kine-
matics, and performs precise pick and place operations in 
real time. Experimental results demonstrate a sorting ac-
curacy of 95.7% and a productivity of 20 products per mi-
nute, confirming the feasibility of combining a Delta robot 
with PLC control and machine vision to create a flexible 
and cost-effective automation system. In addition to 
providing detailed system architecture, hardware config-
uration, and control algorithms, this study establishes a 
practical foundation for future developments of smart 
manufacturing systems, including AI-based perception, 
trajectory optimization, and multi-robot coordination. 

The remainder of this paper is organized as follows: 
Section 2 presents the methodology, including the Delta 
robot kinematic model, the image processing technique, 
the dataset, and the evaluation metrics. Section 3 details 
the practical implementation of the classification system, 
presents the quantitative results from field experiments, 
and provides the detailed performance discussion and 
comparative analysis. Section 4 presents the conclusions of 
the study, and Section 5 outlines the scope for future work. 
 
2. Methodology 
2.1. System Overview and Control Architecture 

The control architecture is divided into three logical 
layers: the overall system workflow, the PLC motion con-
trol loop, and the Machine vision processing process. 

The operating logic of the entire system is illustrated 
in Figure 1. After initialization, the system establishes a 
connection with the PLC. The workflow is then divided 
into branches based on the user's mode selection: 

• Manual mode: Used for calibration and inspec-
tion. The system receives direct positioning or 
joint angle commands, calculates the required ve-
locity, and transmits these parameters to the PLC 
for execution. 
Automatic mode: This is the main production 
loop. The system connects to the camera and starts 
a continuous cycle of image acquisition and pro-
cessing.  When an object is identified, its coordi-
nate data is sent to the PLC to trigger the pick and 
place sequence. This loop continues until a "Close" 
signal is received. 
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Figure 1. General system control flowchart. 
 
 

 
Figure 2. PLC control algorithm flowchart. 
 

PLC Control Logic: Low-level control is performed by 
Siemens S7-1200 PLC as shown in Figure 2. Acting as a 
sub-controller, the PLC waits for the control signal and the 
calculated joint angle (θ1, θ2, θ3) from the computer. Once 
received, it generates a high-speed Pulse Train Output sig-
nal to drive the three servo motors to the desired position. 
At the same time, it manages the auxiliary devices, con-
trols  the  conveyor  speed,  and  turns  on/off  the  vacuum  

 
Figure 3. Image processing algorithm flowchart. 
 
pump for clamping. Finally, the PLC feedbacks the sorting 
count to the user interface for real-time monitoring before 
the end of the cycle. 

The Machine vision Algorithm, implemented in Py-
thon/OpenCV, is detailed in Figure 3. The process begins 
with the acquisition of an RGB image from the camera. To 
enhance robustness against ambient light fluctuations, the 
image is converted to the HSV color space. Morphological 
operations, namely Erosion and Dilation, are then per-
formed to remove high-frequency noise and refine the ge-
ometric structure of the object. Next, contour analysis al-
gorithms are applied to delineate the object boundaries, 
which are then processed with image moments to deter-
mine the centroid coordinates and vertex number. These 
extracted features facilitate the classification of the object's 
morphology (Circle, Square, Triangle), color, and orienta-
tion. Finally, the obtained parameters are formatted and 
transmitted to the PLC to coordinate the trajectory of the 
robot's end-effector. 
 
2.2. Delta Robot Kinematic Model 

The Delta Robot is a parallel robot mechanism con-
sisting of three identical mechanical chains connecting the 
fixed arm to the mobile end actuator. Each chain consists 
of a motor-driven upper arm of length rf and a passive 
lower parallelogram arm of length re, ensure that the final 
actuator moves purely linearly in 3-dimensional space. 
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2.2.1. Inverse Kinematics 
Inverse kinematics is a central problem in robot con-

trol, which is to determine the rotation angles (θ1, θ2, θ3) 
of three servo motors based on the target coordinates of 
the gripper head E0 = (x0, y0, z0). The problem is solved ge-
ometrically based on the intersection of the lower arm 
sphere and the upper arm plane. This intersection deter-
mines the passive joint position ji, from which the corre-
sponding joint angle is calculated: 
 

 𝑞! = tan"#
𝑧$!

𝑦𝐹! + 𝑦$!
 (1) 

 
Due to the symmetry of the mechanism, after 

determining θ1, the angles θ2 and θ3 are calculated by 
rotating the coordinate system around the z axis ±120° and 
applying the same algorithm. 
 
2.2.2. Forward Kinematics 

The forward kinematics determines the coordinates 
E0 = (x0, y0, z0) of the gripper head given the joint angles 
(θ1, θ2, θ3). Each passive joint j'i creates a sphere of radius 
re, and the gripper head is located at the intersection of 
these three spheres: 
 

 𝑟%& = +𝑥' + 𝑥$(-
& + +𝑦' + 𝑦$(-

& + +𝑧' + 𝑧$(-
& (2) 

 
Solving this system of equations allows to uniquely 

determine the gripper head position in the workspace. 
 
2.2.3. Workspace Simulation 

The workspace describes the entire volume accessible 
to the gripper, depending on mechanical parameters such 
as rf, re, f, e and the angular limits of the joints. The re-
search team used MATLAB to simulate the workspace, 
thereby determining the effective operating area for the 
pick-and-place operations on the conveyor, ensuring accu-
racy and continuity, and supporting the optimization of 
the system design. 
 
2.3. Machine Vision Technology 

In this study, images are acquired from a visual 
sensor (webcam) and pre-processed to serve the purpose 
of detecting and locating objects. The original image is 
converted to HSV color space to separate the color 
information of the object from the background, then 
quantized into a binary image using the InRange function. 
Morphological operations, including Erosion and 
Dilation, are applied to remove noise and smooth the 
object contour. Next, the Contours and Moments methods 
are used to determine the contour and center of the object. 
The Approximation Contour algorithm helps to identify 
the basic shapes of the object, thereby providing accurate 
information about the position and shape for the Delta 
robot control system. 

2.4. Dataset  
The system was validated using a comprehensive set 

of experimental trials conducted on the custom-built sort-
ing platform (Figure 4). The image dataset was acquired 
directly from the system's visual sensor (webcam) and pre-
processed to serve the purpose of object detection and lo-
calization. 

The experimental protocol comprised 420 discrete tri-
als, which were stratified equally across seven categories. 

• Product Classes: Six valid product classes were 
tested, drawn from combinations of three basic ge-
ometric shapes (square, circle, triangle) and two 
distinct colors (Orange and Blue). 

• Control Group: A control group was included for 
defective products to test the system's rejection ca-
pability. 

• Protocol: The process involved real-time image ac-
quisition, inverse kinematic computation, and 
PLC-controlled pick-and-place execution for each 
trial, ensuring the evaluation covered both the vi-
sion recognition phase and the mechanical execu-
tion phase. 

 
2.5. Evaluation Metrics 

The core performance metric defined a 'success' as the 
conjunction of accurate Machine vision recognition and 
the successful execution of the pick-and-place maneuver. 
The overall performance is quantified primarily using Ac-
curacy, calculated as follows: 
 

 Accuracy =
TP + TN

TP + TN + FP + FN (3) 

 
Where TP, TN, FP, and FN represent True Positives, 

True Negatives, False Positives, and False Negatives, re-
spectively.  

 
3. Results and Discussion 

This section details the practical implementation of 
the classification system, the software interface, and quan-
titative results from the field experiments. 

 
3.1. Experimental Setup 
3.1.1. Real mode 

The experiments were performed on the custom-built 
sorting platform, shown in Figure 4. This platform is com-
posed of two primary assemblies: the Delta Robot System 
(left) and the Control Cabinet (right). The Delta Robot Sys-
tem includes the aluminum fixed frame, the 3-DOF paral-
lel arms (actuating and passive arms), the conveyor belt, 
and the vacuum pump end-effector. 

The Control Cabinet, shown in detail in Figure 5, 
houses the core electronic components, including the Sie-
mens S7-1200 PLC, the three Yako servo drivers, and the 
24VDC switching power supply. 



Vo et al, Integrated Vision-PLC Control Architecture for High-Performance Delta Robot Sorting in Industrial Automation 
 

 

 
Scientific Journal of Engineering Research 2026, 2, 1 https://journal.futuristech.co.id/index.php/sjer 

72 

 
Figure 4. The completed physical system. 
 

 
Figure 5. A detailed view of the Control Cabinet. 
 
3.1.2. Operational Results 

The system is controlled via a custom Graphical User 
Interface developed in Python. As shown in Figure 6, the 
application launches with a title screen displaying the pro-
ject name and links. 

As illustrated in Figure 7a, the Manual Control area is 
dedicated to kinematic maintenance and testing. This area 
has two separate panels: “FORWARD KINEMATICS” for 
adjusting individual joint angles (θ1, θ2, θ3) and “IN-
VERSE KINEMATICS” for entering precise Cartesian co-
ordinates (X, Y, Z). This layout allows the operator to di-
rectly validate the robot’s motion algorithms before full 
operation. 

Conversely, Figure 7b depicts the Auto control area, 
which is the primary interface for the sorting task. In this 
mode, the manual inputs are cleared to reduce clutter, fo-
cusing the operator's attention on the configuration block. 
Here, dropdown menus allow for the assignment of spe-
cific product types (e.g., Blue Circle, Orange Square) to 
specific output destinations (Product 1, Product 2). 

This area also contains the main function buttons for 
operation: 

• SET HOME (Returns the robot to its home posi-
tion), 

• AUTO/MANU (Switches the operating mode be-
tween Manual and Automatic), 

• PUMP OFF (Turns the pump on or off manually) 
• CLOSE (Ends the program and closes the user in-

terface). 

 
Figure 6. User interface. 

 

 
(a) 

 

 
(b) 

Figure 7. Control interface, with (a). manual, (b). auto. 
 
3.2. Operational Results 

The validation of the Machine vision algorithm was a 
critical part of the experiment. The system was tested 
against objects of different colors (Orange, Blue) and geo-
metric shapes (Square, Circle, Triangle). 

The actual results of the image recognition process, 
illustrating successful object segmentation and feature ex-
traction, are presented in Figure 8. 

The accuracy of the image recognition process is 
demonstrated by the successful segmentation of object 
boundaries and the subsequent identification of their cor-
responding centroid coordinates. Figure 8a illustrates the 
detection of a square object. The system precisely calcu-
lates and displays the centroid coordinates (X, Y) in pixels, 
which are then converted to millimeters for processing, for 
each object. Specifically, the orange square was located 
and labeled "Orange," while the blue square was identified 
as "Blue." These coordinates provide the precise position-
ing points necessary for subsequent robot control actions. 
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(a) 

 
(b) 

 
(c) 

Figure 8. Image processing results, for (a). square objects, (b). triangle objects, and (c). circle objects. 
 

 
Figure 9. Confusion matrix for geometric shape classification 
performance. 
 

The system maintained high fidelity across a diverse 
range of geometries, demonstrating its ability to accurately 
classify complex shapes such as circles in Figure 8c and tri-
angles in Figure 8b, while simultaneously identifying their 
specific chromatic attributes (Orange vs. Blue). Similar to 
the rectangular objects, the vision algorithm achieved a 
high degree of precision for these shapes by not only de-
tecting the geometric center within the image frame but 
also accurately mapping the pixel values to the required 
real-world millimeter coordinates. 

The observed consistency in object localization, 
alongside the object's morphological characteristics and 
color attributes, serves as a strong validation of the image 
processing algorithm's robustness against environmental 

noise. Consequently, these calculated coordinates provide 
the essential, high-frequency, real-time positional data 
stream required for the PLC to compute the inverse kine-
matics and execute precise actuation for the color and 
shape-based product sorting tasks. 

To provide a robust statistical assessment of the sys-
tem's efficacy, a comprehensive experimental protocol 
was executed. The validation phase comprised 420 dis-
crete trials, stratified equally across seven categories: six 
valid product classes (drawn from combinations of three 
geometric shapes and two colors) and a control group for 
defective products. The performance metric defined a 'suc-
cess' as the conjunction of accurate Machine vision recog-
nition and the successful execution of the pick-and-place 
maneuver. 

The empirical data resulting from these classification 
trials is summarized visually in Figure 9, which details the 
system's performance across four classes: Square, Circle, 
Triangle, and the Error Block (defective product group). 

• The matrix illustrates the high reliability of the vi-
sion system, achieving a total of 342 True Positives 
(sum of diagonal values: 114 + 117 + 111) out of the 
360 combined trials for valid product shapes. 

• The highest classification accuracy was achieved 
for Circle objects (117 correct out of 120 trials). 

• The largest sources of error occurred when the 
system confused Triangle objects with Square ob-
jects (5 instances) and Square objects with Triangle 
objects (3 instances), confirming that the geometric 
complexities of non-symmetric shapes introduced 
minor classification difficulties. 



Vo et al, Integrated Vision-PLC Control Architecture for High-Performance Delta Robot Sorting in Industrial Automation 
   

 
Scientific Journal of Engineering Research 2026, 2, 1 https://journal.futuristech.co.id/index.php/sjer 

74 

 
Figure 10. Comparative analysis of overall system accuracy. 
 

• The control group for defective products was cor-
rectly identified in all 60 trials (represented by the 
60 in the 'Error block' row/column), demonstrat-
ing the system's ability to reject unqualified parts 
with 100% accuracy for this class. 

• The overall system performance, combining all 
successful recognition and execution steps, re-
sulted in an Aggregate Accuracy of 95.7%. 

 
3.3. Discussion  

The system achieved an aggregate accuracy of 95.7%. 
Cycle times were observed to stabilize at around 2.0-2.5 
seconds, easily meeting the throughput target of 20 prod-
ucts per minute. 

An important step in validating the proposed system 
is to benchmark its performance against established ro-
botic classification research, as illustrated in Figure 10. 
This comparative analysis primarily focuses on the Over-
all Classification Accuracy (the combined success rate of 
image recognition and pick and place performance). The 
proposed system, using a cost-effective PLC/Vision archi-
tecture, achieves an overall accuracy of 95.7%. When com-
pared to similar projects based on image processing, the 
system performance is highly competitive with the ICSSE 
conference [19], which reported an accuracy of 97.5%, and 
the Vision Servo method [20], which achieved 97.3%. The 
highest accuracy benchmark, demonstrated by the opti-
mized classification algorithms [21], achieved 99.8%. This 
gap is understandable, as highly optimized systems typi-
cally employ complex dynamic compensation algorithms 
to reduce the margin of error to less than 1%. The results 
confirm that while the proposed system uses a simple, 
low-cost morphological processing technique, its power-
ful PLC-Vision integration delivers a fully consistent accu-
racy of 95.7% and is very cost-effective for industrial sort-

ing applications, effectively combining sensor-based ap-
proaches and high-precision segmentation. 

The root cause of the 4.3% error rate could be at-
tributed to four main factors: 

• Sensitivity of the vision system: The performance 
of the algorithm is affected by ambient lighting 
conditions. Specular reflection sometimes causes 
glare, while darkness distorts the shape of objects, 
leading to misidentification. 

• System latency: There is a cumulative latency, in-
cluding visual processing time and communica-
tion delay between the computer and PLC. Since 
the motion compensation offset is a fixed value, 
fluctuations in processing time leads to small po-
sition errors during high-speed tracking. 

• Mechanical vibration: At maximum operating 
speed, the robot frame vibrates slightly, contrib-
uting to small accuracy during pick and place. 

• Conveyor speed drift: The control algorithm as-
sumes a constant conveyor speed. The lack of a 
real-time encoder feedback loop means that the 
system cannot automatically compensate for small 
changes in conveyor speed, resulting in position 
drift. 

 
4. Conclusions 

This study completed an integrated solution for auto-
matic product sorting by combining a customized 3-DOF 
Delta robot mechanism, S7-1200 PLC motion control, and 
Machine vision. As a result, the developed method max-
imizes the sorting accuracy up to 95.7%, meeting the high-
accuracy requirements for industrial pick and place tasks. 
In addition, the system achieves a stable throughput of 20 
products per minute (approximately 2 seconds/cycle), 
demonstrating the effectiveness of applying inverse kine-
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matic modeling and morphological image processing in 
real-time control situations. The successful synchroniza-
tion between the vision system and the PLC confirms the 
robustness of this platform in recognizing and processing 
objects based on complex shape and color criteria. 
 
5. Future work 

The current system needs to be improved to enhance 
robustness under various ambient lighting conditions, and 
Deep Learning techniques need to be studied to improve 
its classification accuracy and noise resistance. Optimiza-

tion for dynamic object tracking should be integrated to 
enable the system to handle products on moving conveyor 
belts, expanding its industrial applications. Further re-
search should explore the potential of advanced adaptive 
trajectory planning algorithms to minimize system latency 
and reduce the marginal error rate to less than 1%, aiming 
for performance comparable to highly optimized solu-
tions. Extending the model application to process chains 
with real-time data integration would make it suitable for 
complex logistics and flexible manufacturing applications.

 

  
6. Abbreviations 

Abbreviation Definitions 
3-DOF Three-Degrees-of-Freedom 
FEEE Faculty of Electrical and Electronics Engineering 
HCMUTE Ho Chi Minh City University of Technology and Education 
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ICSSE International Conference on System Science and Engineering 
PLC Programmable Logic Controller 
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