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Abstract: This study presents a bibliometric analysis of Natural Language Processing (NLP) and classifica-
tion re-search, examining trends, impacts, and future directions. NLP, a key field in artificial intelligence, 
focuses on enabling computers to process and understand human language through tasks such as text clas-
sification, sentiment analysis, and speech recognition. Classification plays a crucial role in organizing textual 
data, facilitating applications like spam detection and content recommendation. The research employs bib-
liometric analysis to evaluate publication trends, citation networks, and emerging themes from 1992 to 2025. 
Using data retrieved from Scopus, descriptive statistical analysis and bibliometric mapping with VOSviewer 
reveal key contributors, influential publications, and subject area distributions. Findings indicate a signifi-
cant rise in NLP research, with deep learning models, particularly transformers, driving advancements in 
the field. The study highlights dominant research areas, including computer science, engineering, and med-
icine, and identifies leading countries in NLP research, such as the United States, China, and India. Addi-
tionally, ethical concerns, including bias and fairness in NLP applications, are discussed as critical challenges 
for future research. The insights derived from this analysis provide valuable guidance for researchers and 
policymakers in shaping the next phase of NLP development. 
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1. Introduction 
The study of artificial intelligence's Natural Language 

Processing (NLP) area is concerned with how computers 
and human language interact. It entails the creation of 
models and algorithms that allow computers to compre-
hend, interpret, and produce meaningful and practical hu-
man language. NLP is a broad field that includes tasks like 
speech recognition, text classification, sentiment analysis, 

and language translation, all of which are intended to close 
the gap between human and machine understanding. NLP 
technologies can improve user experiences, automate 
tasks, and extract insights from massive amounts of text 
data. These technologies can be applied to a wide range of 
applications, including search engines and virtual assis-
tants [1-4]. 

NLP and classification work hand in hand, with clas-
sification being a key method used in NLP to arrange and 
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analyze textual data. Classification tasks in NLP entail 
grouping text according to predetermined labels, like 
identifying a document's topic, assessing a review's senti-
ment (positive, negative, or neutral), or identifying named 
entities like people, places, and organizations. Applica-
tions such as spam detection, language translation, and 
content recommendation are made possible by classifica-
tion models, which are frequently trained on sizable, la-
beled datasets. These models allow NLP systems to make 
precise predictions and judgments based on the textual in-
put. This relationship is essential because classification 
aids in the organization of unstructured text data, improv-
ing its usability and accessibility for a range of language-
based technologies [5-8]. 

The field of NLP and classification has made signifi-
cant progress in recent times due to the improved accuracy 
and scalability of language processing tasks. One of the 
most notable trends in NLP and classification is the exten-
sive use of deep learning models such as transformers. 
These developments have had a significant impact, with 
NLP and classification technologies now being essential to 
a wide range of applications, from sentiment analysis and 
predictive text to chat-bots and automated customer sup-
port. Future developments in the field are probably going 
to concentrate on improving model interpretability and 
fairness, dealing with biases, and extending NLP capabili-
ties to handle increasingly complex and context-rich lan-
guage tasks. These developments will have a lasting im-
pact on how NLP and classification are integrated into a 
wider range of industries, posing both new opportunities 
and difficulties for the creation of language-based technol-
ogies [9-12]. 

In the context of NLP and classification, bibliometric 
analysis is essential because it offers a methodical and 
quantitative way to evaluate the state of the re-search, 
identify important trends, significant contributors, and de-
veloping fields of study. Bibliometric analysis maps the 
field's evolution by examining publications, citations, and 
collaborations. This helps to identify the most influential 
research and the paths taken by scholarly communication. 
Understanding how NLP and classification have changed 
over time, what subjects are becoming more popular, and 
how research is dispersed among various institutions and 
geographical areas are all made possible by this kind of 
analysis. Furthermore, by highlighting gaps, encouraging 
cooperation, and influencing funding and policy deci-
sions, bibliometric insights can direct future research and 
accelerate the development of natural language processing 
and classification technologies. This study aims so answer 
these research question: 
 
RQ1: What are current Natural Language Processing and 
Classification research and publication trends? 
 
RQ2: Which is the subject area that involves research and 
publication in Natural Language Processing and Classifi-
cation? 

RQ3: What are the 10 most prominent source titles that 
contribute in terms of total publication and citations in 
Natural Language Processing and Classification? 
 
RQ4: What are the most highly cited documents in Natural 
Language Processing and Classification research? 
 
RQ5: Which keywords and countries are most contrib-
uting to Natural Language Processing and Classification 
research? 

2. Literature Review 
The development of Natural Language Processing 

(NLP) has evolved from rule-based systems and statistical 
methods to advanced machine learning and deep learning 
approaches[13]. With the advent of machine learning, su-
pervised models became more prevalent, enabling tasks 
like sentiment analysis and document categorization to 
achieve higher levels of accuracy [14]. The introduction of 
deep learning and neural networks marked a turning 
point in NLP, as demonstrated by the success of recurrent 
neural networks (RNNs) and later, transformer models 
such as BERT [15-18] and GPT [19-22]. By using cutting-
edge contextualization techniques, these models have dra-
matically improved machines' capacity to comprehend 
and produce human language, revolutionizing the field. 

Beyond technological developments, NLP and classi-
fication technologies pre-sent ethical challenges that have 
been highlighted in recent literature. Concerns about bias, 
fairness, and model interoperability have received more 
attention in research, particularly as NLP systems are in-
corporated into crucial processes like hiring and legal de-
cision-making [23-25]. A few scholars highlight the neces-
sity of accountability and transparency in AI models, en-
couraging the industry to adopt more responsible devel-
opment procedures [26-28]. These discussions are crucial 
as they address the societal implications of NLP systems, 
ensuring that advancements in technology do not come at 
the cost of fairness and equity. As the field progresses, the 
integration of ethical considerations into the research and 
deployment of NLP systems will become increasingly es-
sential. 

3. Methodology 
The methodology used in this research is presented 

in Figure 1. The flowchart illustrates the process of data 
collection and retrieval for a study on "Natural Language 
Processing" and "Classification." The process begins with 
the authors determining the topic of interest and selecting 
the timeframe for data retrieval. A search query using `TI-
TLE-ABS-KEY("Natural Language Processing" AND 
"Classification")` is performed, resulting in the retrieval of 
255 documents from 1992 onwards. The data is then re-
trieved in CSV format for further processing. Following 
this, the retrieved data is divided into two formats for 
analysis. One format, Scopus_exported_refine_values.csv, 
is processed using Microsoft Excel to conduct Descriptive 
statistics and analyze publication trends. The other format, 
Scopus.csv, is analyzed using VOSviewer for bibliometric 
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mapping. This structured approach ensures that the re-
trieved data is comprehensively analyzed using different 
tools and methodologies to extract meaningful insights. 

4. Results and Discussion 
4.1. Trends in Publications 

Figure 2 shows a significant rise in publications and 
citations from 1992 to 2025, with major peaks in 2019, 2021, 
and especially 2022. This indicates growing research inter-
est and increasing impact, highlighting the topic's growing 
relevance in recent years. 
 
4.2. Publication by Countries 

Figure 3 shows global citation relationships, with the 
United States, China, and India as central hubs, indicating 
their significant influence and collaboration in research. 
Countries like South Korea, Germany, and the UK are also 
active, while Saudi Arabia and Kazakhstan are more iso-
lated. The map highlights strong global collaborations, 
with key countries leading in citation impact. 
 
4.3. Publications by Subject Area 

Table 1 shows highlight the distribution of publica-
tions across various subject areas related to natural lan-
guage processing research. Computer Science leads signif-
icantly with 67.45% of the total publications, followed by 
Engineering (36.47%) and Medicine (26.27%), indicating 

that NLP research is heavily concentrated in technical 
fields. Other notable areas include Mathematics (16.86%) 
and Decision Sciences (12.94%), showing interdisciplinary 
applications of NLP. Fields like Social Sciences (9.80%) and 
Neuroscience (2.35%) have comparatively fewer contribu-
tions, suggesting a more limited integration of NLP in 
these areas. Overall, the data emphasizes NLP's primary 
focus on computer science and engineering, with growing 
relevance in medicine and other disciplines. 
 
Table 1. Publications by Subject Area. 

Subject Area TP Percentage 
Computer Science 172 67.45% 
Engineering 93 36.47% 
Medicine 67 26.27% 
Mathematics 43 16.86% 
Decision Sciences 33 12.94% 
Social Sciences 25 9.80% 
Physics and Astronomy 18 7.06% 
Materials Science 14 5.49% 
Energy 11 4.31% 
Health Professions 8 3.14% 
Business, Management 
and Accounting 

7 2.75% 

Neuroscience 6 2.35% 
Biochemistry, Genetics 
and Molecular Biology 5 1.96% 

 
 
 

 
Figure 1. The Flowchart of Data Collection and Data Retrieval. 
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Table 2. Most active source titles. 
Source Title TP NCA NCP TC C/P C/CP h g m 

Lecture Notes in Computer Science (including 
subseries Lecture Notes in Artificial Intelligence 
and Lecture Notes in Bioinformatics) 

7 32 6 24 3.43 4.00 4 4 0.333 

Lecture Notes in Networks and Systems 5 21 3 5 1.00 1.67 2 2 0.667 
Journal of Medical Internet Research 5 22 3 4 0.80 1.33 1 1 0.250 
Notes: TP=total number of publications; NCP=number of cited publications; TC=total citations; C/P=average citations per publication; C/CP=average 
citations per cited publication; h=h-index; and g=g-index. 
 
Table 3. Top 3 highly cited articles. 
No. Author(s) Title Source Title TC C/Y 

1 Tanguy L.; Tulechki N.; 
Urieli A.; Hermann E.; 
Raynal C. (2016) 

Natural language processing for aviation 
safety reports: From classification to inter-
active analysis 

Computers in Industry 132 14.67 

2 Weng W.-H.; Wag-
holikar K.B.; McCray 
A.T.; Szolovits P.; Chueh 
H.C. (2017) 

Medical subdomain classification of clinical 
notes using a machine learning-based natu-
ral language processing approach 

BMC Medical Informatics and Decision 
Making 

103 12.88 

3 Garg R.; Oh E.; Naidech 
A.; Kording K.; Prab-
hakaran S. (2019) 

Automating Ischemic Stroke Subtype Clas-
sification Using Machine Learning and Nat-
ural Language Processing 

Journal of Stroke and Cerebrovascular Dis-
eases 

96 16.00 

 
4.4. Publications by Sources Titles and Highly Cited Doc-
uments 

Table 2 compares three different sources based on 
their publication and citation metrics. Lecture Notes in 
Computer Science, with seven total publications (TP), has 
the highest number of citations per publication (C/P = 3.43) 
and a strong citation per cited publication (C/CP = 4.00). It 
also has the highest h-index (h = 4), indicating consistent 
influence. Lecture Notes in Networks and Systems has five 
publications and a lower citation rate (C/P = 1.00), though 
its citation per cited publication is slightly higher (C/CP = 
1.67). Lastly, Journal of Medical Internet Research shows a 
modest impact with five publications and the lowest cita-
tion rate per publication (C/P = 0.80). Overall, *Lecture 
Notes in Computer Science* demonstrates greater aca-
demic impact in terms of citations and publication influ-
ence. 

 

 
 

Figure 2. Total Publications and Citations by Year.

 

 
Figure 3. Network visualization map of the citations based on countries. 



Wijaya et. al, A Bibliometric Analysis of Natural Language Processing and Classification: Trends, Impact, and Future Directions 
 

 
Scientific Journal of Engineering Research 2025, 1, 1 https://journal.kesra.id/index.php/sjer 

15 

 
Figure 4. Network visualization map of the co-occurrence by keywords 
 

Table 3 presents three studies on the application of 
natural language processing (NLP) across different do-
mains. The study by Tanguy et al. (2016) on aviation safety 
reports has the highest total citations (TC = 132) with an 
average of 14.67 citations per year. Weng et al. (2017) ap-
plied NLP for classifying medical subdomains in clinical 
notes, with 103 total citations and an average of 12.88 cita-
tions per year. Garg et al. (2019) focused on ischemic stroke 
subtype classification using NLP and machine learning, 
with the fewest total citations (96) but the highest citation 
rate per year (16.00), reflecting its recent impact. These 
studies highlight the diverse applications and strong aca-
demic influence of NLP in specialized fields. 

 
4.5. Most Used Keyword 

Figure 4 shows the network visualization map cre-
ated by VOSviewer shows the co-occurrence of keywords 
related to "Natural Language Processing" (NLP). The map 
is color-coded, with clusters representing different re-
search themes. The central theme is NLP, linked to areas 
like deep learning, machine learning, and artificial intelli-
gence (in green and blue), while other clusters (in red) fo-
cus on applications in healthcare, such as electronic health 
records and human-related studies. The interconnected 
nodes reveal relationships between terms, indicating ma-
jor trends and collaborations in the research field. 

5. Conclusion 
The study of Natural Language Processing (NLP) fo-

cuses on enabling computers to understand and process 
human language through various tasks such as speech 

recognition, text classification, and sentiment analysis. 
NLP relies heavily on classification models to organize 
and analyze textual data, which allows for applications 
like spam detection, content recommendation, and lan-
guage translation. With advancements in deep learning, 
particularly the use of transformer models, NLP has seen 
significant improvements in accuracy and scalability. 
These developments have led to widespread adoption of 
NLP technologies in diverse fields, including predictive 
text, sentiment analysis, and automated customer support. 
However, ethical concerns such as bias and fairness in 
NLP models have gained attention as these systems be-
come integrated into critical decision-making processes, 
highlighting the importance of transparency and account-
ability. 

The study uses bibliometric analysis to explore trends 
in NLP and classification research, identifying key areas of 
growth, influential publications, and major contributors. It 
reveals an increasing number of publications and citations 
over the years, with countries like the United States, 
China, and India leading the re-search. NLP research is 
predominantly concentrated in technical fields such as 
computer science and engineering, with growing applica-
tions in medicine and decision sciences. The analysis also 
highlights top research sources and highly cited articles, 
which demonstrate the diverse application of NLP across 
fields like aviation safety, healthcare, and stroke classifica-
tion. Major keywords in the field center around deep 
learning, artificial intelligence, and healthcare applica-
tions, reflecting the field's evolving trends and collabora-
tive nature.
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