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Abstract: Indonesia is one of the countries with medium stunting data over the past decade, around 21.6%.
Stunting prevention is a national program in Indonesia, and stunting reduction in children is the first of the
six goals in the Global Nutrition Target for 2025. Based on SSGI data in 2022, the prevalence of stunting in
Gorontalo Province is 23.8% and is in the high category. Stunting prevention is an early effort to improve
the ability and quality of human resources. This study compared two Machine Learning algorithms for
stunting classification in children, namely the Naive Bayes method and Decision Tree C4.5 using Python by
dividing the training and testing data a total ratio of 80:20. The performance of each algorithm was evaluated
using a dataset of child health information based on z-score calculation data with a total of 224 records,
consisting of 4 attributes and 1 label, namely gender, age, weight, height and nutritional status. The results
of the research that have been conducted show that the Decision Tree C4.5 algorithm achieves the highest
accuracy in the classification of stunting events with an accuracy of 87% while for the Naive Bayes algorithm
produces a low accuracy of 71% so that for this study the Decision tree C4.5 algorithm is the best algorithm
for the classification of stunting events. These findings suggest this algorithm can be a valuable tool for

classifying children's stunting.
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1. Introduction

Stunting, often called short is a condition of failure to
thrive in children under five years old (toddlers) due to
chronic malnutrition and repeated infections, especially in
the first 1,000 days of pregnancy, namely from a fetus to a
child aged 23 months [1, 2]. Some of the factors that influ-
ence stunting include lack of access to nutritious food,
clean water, and poor sanitation, and lack of knowledge
about nutrition and healthcare [3]. The problem of stunt-
ing in children under five is still a health problem, espe-
cially in developing countries. In 2019 seven regions had a
very high prevalence of stunting, namely East Africa, Cen-
tral Africa, South Africa, Oceania, West Africa, and South-
east Asia, where Indonesia is included [4].

Children classified as stunting have short-term and
long-term consequences that affect the health and

development of human resources [5]. In the short term,
stunting can lead to increased mortality and morbidity,
decreased cognitive, motor, and language skills, and in-
creased costs of treatment for illness. In the long run, stunt-
ing can cause children to become short as adolescents,
thereby increasing the risk of obesity and decreasing re-
productive health [6].

Stunting prevention is an early effort to improve the
ability and quality of human resources [7]. The existence
of Machine Learning can be one of the solutions to predict-
ing stunting in children. However, various types of Ma-
chine Learning algorithms make it difficult for some peo-
ple to choose an accurate algorithm according to their
needs [8].

Machine Learning is one technology that can facilitate
data processing and analysis on a large scale [9]. Machine
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learning can build predictive and classification models to 4 Data Collection h
quickly and accurately process data [10]. To identify pat-

terns and trends hidden in very complex and large data. El El El

Some popular machine learning methods have been used N A4

in various applications, such as facial recognition, senti-
ment analysis, voice recognition, and more. However,

Stunting in Gorontalo Regency

some disadvantages of machine learning classification N J
methods, such as requiring adequate and representative
data to learn suitable patterns [11]. - v ~
This study analyzed the performance of two machine Data Preprocessing
learning classification methods against stunting preva- r—ml
lence data, the Naive Bayes method and Decision Tree i
C4.5. These two methods are compared to determine Sy
which algorithm is more efficient with the highest accu- |
racy. Transformation
Research related to stunting data has also been car- N /
ried out by previous researchers such as a study con-
ducted by Obvious Nchimunya Chilyabanyama et al, en- - A
titled “Performance of Machine Learning Classifiers in Classification Method
Classifying Stunting among Under-Five Children in Zam- A
bia” resulted Random Forest (highest) produces 79% accu- =
racy and Naive Bayes (lowest) produces 61.6% accuracy.
Research has used four machine learning methods but has sEE
not used an artificial neural network approach [12]. =l E
The research conducted by Md. Merajul Islam, et al, Decision Tree C4.5 and Naive Bayes
entitled “Application of machine learning based algorithm ~ -
for prediction of malnutrition among women in Bangla- \
desh” resulted the random forest method provided an ac- e ] N
K Evaluation Method
curacy of 81.4% for underweight and an accuracy of 82.4%
for overweight [13]. The research conducted by Fikrewold, I[|[|[|

et al, entitled “Machine learning algorithms for predicting
undernutrition among under-five children in Ethiopia” re-
sulted xgbTree algorithm is a superior machine learning
algorithm for predicting childhood malnutrition in Ethio-

Accuracy. Sensitivity. Precision.

pia compared to other machine learning methods [14]. L ¥l Score y
The research conducted by Haile Mekonnen Fenta et
al, entitled “A machine learning classifier approach for Figure 1. Research Stages.
identifying the determinants of under-five child undernu-
trition in Ethiopian administrative zones” resulted the ran-
dom forest algorithm was selected as the best ML model. Table 1. Sample Dataset
In the order of importance; urban—rural settlement, liter- No Gender Age Weight Height Nutritional
acy rate of parents, and place of residence were the major
determinants of disparities of nutritional status for under- 1 Female 26 10 84 Normal
five children among Ethiopian administrative zones [15]. 2 Male 26 9 81 Stunting
The research conducted by Elizabeth Harrison et al., 3  Female 39 11 87 Stunting
entitled "Machine learning model demonstrates stunting 4 Male 21 ? 81 Normal
at birth and systemic inflammatory biomarkers as predic- 5 Female 25 8.5 . Stunting
tors of subsequent infant growth a four-year prospective 6 Male 22 10 82 Normal
study" resulted in the random forest models identified 7 Female 19 7 73 Stunting
HAZ at birth as the most crucial feature in predicting HAZ 8 Male 13 8.9 74 Normal
at 18 months. Of the biomarkers, AGP (Alpha-1-acid Gly- 9 Female 17 85 73 Stunting
coprotein), CRP (C-Reactive Protein), and IL1 (interleukin- 10 Male 29 7.8 85 Normal
1) were identified as subsequent solid growth predictors
across both the classification and regressor models. [16]. 224 Male 15 7.5 72 Stunting
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2. Materials and Method

This research consists of several stages, as shown in
Figure 1.

Figure 1 describes several stages in this study, rang-
ing from analyzing the problem, collecting data, pro-
cessing data, and analyzing data to obtaining the expected
output. The desired outcome is to compare the Decision
Tree C4.5 and Naive Bayes methods in children's classifi-
cation of stunting. Based on the performance obtained, the
method with the highest accuracy is expected to be known.
Identifying problems in the performance of Machine
Learning methods for stunting classification in children is
how to determine the most effective method of classifica-
tion stunting with a high level of accuracy and minimize
overfitting of the data.

2.1. Data Collection

The dataset used in this study is a prevalence stunting
in Gorontalo Regency based on the anthropometric data
and calculation of Z-Score TB/U [17] with a total sampling
data of 224 records. The data consists of 4 attributes and 1
label namely Gender, Age, Weight, Height and Nutritional
Status. With details of 122 Normal and 122 Stunting data.
The data types for each are shown in the following table 1.

2.2. Data Pre-processing

Data pre-processing helps improve the data's quality
and reliability, removes inconsistencies and outliers, and
makes the data compatible with the algorithms and mod-
els used [18]. At this stage, researchers transform the data
by initializing 0 and 1 to data with categorical values such
as gender attributes. Then, the researcher split the data by
dividing the training and testing data with a total ratio of
80:20.

2.3. Decision Tree C4.5 Method

The C4.5 algorithm, discovered by John Ross Quinlan
in 1986, is a development of the ID3 algorithm. In ID3, de-
cision tree induction can only be done on categorical (nom-
inal or ordinal) feature types, while numeric types (inter-
val or ratio) cannot be used [19]. Unlike the ID3 algorithm,
which can only be used for categorical (nominal or ordi-
nal) feature types, the C4.5 algorithm, developed by John
Ross Quinlan (1986), can be used for numeric data by
building threshold values and sorting data into a number
of intervals to obtain categorical values [20].

n
S.
Gain(S,A) = Entropy(S) — % * Entropy(S;)) (1)
i=1
Description:
S :Case set
A : Attribute

N : Number of partitions attribute A

ISil  :number of cases on partition to i
ISI : number of cases in S

Before getting the gain value is to find the entropy
value. Entropy is used to determine how informative an
attribute input is to produce an attribute. The basic
formula of entropy is as follows [21]:

n
Entropy(S) = Z —pi * log, pi (2)
i=1
Description
S :Case Set

n :Number of partitions S
pi : Proportion of Sito S

To calculate the Gain Ratio, you must first calculate
the split information formulated as follows [22].

|5; | |5; ]

n
Splitinformation(S, A) Z I log, E (3)
i=1

Where S represents the data sample set, Si represents
a subset of the data sample that is divided based on the
number of value variations in attribute A. Next, the Gain
Ratio is formulated as Information Gain divided by
SplitInformation, which is:

Gain(S, A)

GainRatio(S,A) = — '
ainRatio(S, A) SplitInformation(S, A)

(4)

2.4. Naive Bayes Method

The equation of Bayes' theorem is based on the fol-
lowing general formula [23].

P(H| X) * P(H)

PUHIX) = =5 ©)
Description
X :  Data with unknown classes.
H : The X data hypothesis is a specific class.
P (HIX) The probability of hypothesis H based on
condition X (posteriori probability).
P (H) The probability of hypothesis H (prior
probability).
P (XIH) Probability X based on conditions on
hypothesis H.
P (X) Probability X.

The basic idea behind Bayes' rule is that the outcome
of a hypothesis or event (H) can be predicted based on
some observed evidence (X). In general, naive bayes for
categorical type attributes are easy to calculate. However,
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there is a special treatment for numerical (continuous) fea-
tures before they are integrated into Naive Bayes, namely
through the use of probability density functions [24].

h= )X ©

i=1
) n 0.5
i
7= In— 1Z(Xi —ﬂ)zl )
=1
f(x) L -8 (8)
xX) = e 20
V2o
Description
u : Mean
o : Standard deviation

f(x) :Normal distribution

2.5. Evaluation Performance

Evaluating the performance of a machine learning
model is crucial to understanding how well it is
performing on unseen data. There are several commonly
used metrics to evaluate the performance of classification
models, namely the confusion matrix, as in Table 2. [25].

The formula used to calculate accuracy, Sensitivity,
Precision, and F1-score [26].

Se 't. 't - 10
1 186’:51’071 - (11)

2 X precision X recall
F1 — score = — (12)
precision X recall

True Positive (TP) is a stunting positive class that is
correctly predicted. False Positive (FP) is a stunting
negative class that is predicted to be stunting positive.
True Negative (TN) is a stunting negative class that is
correctly predicted. False Negative (FN) is a stunting
positive class that is predicted to be stunting negative.

3. Result and Discussion

This research begins with data collection, pre-pro-
cessing, classification and performance testing. Data used
in this study is a prevalence stunting dataset in Gorontalo
Regency based on anthropometric data. The classification
method of this research is Decision Tree C4.5 and Naive
Bayes. The performance test uses a confusion matrix based
on accuracy, sensitivity, precision, and score. Based on
testing the Decision Tree C4.5 and Naive Bayes, the results
were obtained as a confusion matrix, as shown in Figure 3
for the C4.5 method. Figure 4 for the results of the Naive
Bayes method. The result of the comparison performance
of the Decision Tree C4.5 and Naive Bayes method is
shown in Figure 2.

Performance of Classification Method

2 TP +TN )
ccuracy =
Y= TP+FN+TN + FP
100
90 87% 86%
81%
80
71%
70
9]
2 60
c
]
2
[ S0
a
40
30
20
10
0 -
Accuracy % Sensitivity
M Decision Tree C4.5 87 86
m Naive Bayes 71 81

M Decision Tree C4.5

Figure 2. Result Performance of Classification Method.

87%
| |
Precision F1-Score
87 86 86
57 81 67

W Naive Bayes
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Confusion Matrix Stunting Classifier Decision Tree 2 Table 2. Confusion Matrix
Actual Predicted
ctua ege .
18 Positive Negative
. 16 Positive TP FP
Stunting .
Negative FN TN

14

In Figure 3, the Decision Tree C4.5 method correctly
classified the positive class (TP) as many as 20 stunting
10 and the negative class classified incorrectly (FP) as many
as 3 stunting. While the correctly classified negative class
(TN) is 19 normal, and the incorrectly classified positive
e class (FN) is 3 normal.

In Figure 4, the Naive Bayes method correctly classi-
L fied the positive class (TP) is 13 stunting children and in-

12

True labels

Normal

@é\“q Y\f& correctly classified the negative class (FP) in 10 stunting

° Predicted labels children. The correctly classified negative class (TN) is 19

Figure 3. Result in Confusion Matrix of Decision Tree C4.5. normal and the incorrectly classified positive class (FN) is
3 normal.

Based on Figure 2, the performance of the C4.5 deci-

sion tree method is based on accuracy, sensitivity, preci-

18 sion and F1-score. In the original dataset, the Decision Tree

C4.5 method has 87% accuracy, 86% sensitivity, 87% pre-

cision, 86% recall and 86% fl-score. The Naive Bayes

method has an accuracy of 71%, a sensitivity of 81%, a pre-
cision of 57%, a recall of 81% and f1-score of 67%.

Confusion Matrix Stunting Classifier Naive Bayes

16

Stunting

True labels

L10 4. Conclusion

This study compares the accuracy performance of
each machine learning method, namely the Decision Tree
re C4.5 and Naive Bayes methods. Based on testing these two
methods, the Decision Tree C4.5 method has a higher ac-
L] curacy of 87%. Meanwhile, the lowest accuracy was ob-

@“6 tained in the Naive Bayes method, with an accuracy of
Predicted labels 71%. Precision is significant in improving the Accuracy
Figure 4. Result in Confusion Matrix of Naive Bayes. and Fl-score performance of the method Decision Tree
C4.5.

Normal - 3

&
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